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1. Introduction

Heralded as the answer to rapid urbanization and related environmental, social, and 
governance challenges, smart city developments are proliferating across the Asia-Pacific 
region. Sensors, artificial intelligence (AI), machine learning algorithms, actuators, and 
other advanced technologies are being built into city infrastructures. AI-enabled systems 
undertake advanced data analytics, feeding into predictions and automated decision-
making that are enacted through actuators or other system structures. These new AI-
enabled systems are designed to tackle pressing urban issues such as air pollution, traffic 
congestion, and public safety.1 

However, not everyone has benefited from smart city developments. For instance, Cathelat 
(2019) demonstrates that a gender dimension is lacking within smart city plans, even 
when there is an expressed commitment to social inclusion. Broadly, women are also less 
connected to the Internet, and technology access inequalities by gender are on the rise 
in Asia-Pacific (Sey & Hafkin, 2019). AI-enabled systems introduce new risks and security 
concerns that may disproportionately affect women (Finlay, 2019). It is important to 
understand and promote effective ways to design, develop, manage, and regulate AI-enabled 
systems more inclusively with and for women. 

AI-enabled systems affect multiple aspects of women’s lives, as computational modelling 
increasingly informs numerous areas of urban governance. Women may interact with AI-
enabled smart cities through multiple touchpoints, including embedded sensors, Internet 
and mobile networks, and other networks (workplaces, healthcare, transportation, retail 
centers, etc.). Ultimately, data streams record women’s behaviors, preferences, locations, 
and values. Data streams may then be analyzed and incorporated into machine learning 
algorithms, through which specific predictions are made. Due to the capacity for real-time 
analytics, as well as the dominant focus of these systems on prediction and prevention, 
AI-enabled smart cities suggest the need for an approach that is cognizant of the social 
dynamics at play and of the cultural richness and diversity of our communities.

This work has two interrelated goals: to include the voices, theories, experiences, and 
histories of female and feminist scholars and activists in developing better policies for AI-
enabled smart cities; and to evaluate a practical and concrete framework that policymakers 
can use to support women, while taking into account the specific opportunities and risks 
introduced by AI in smart city initiatives. Towards these ends, this paper critically reviews 
the extant literature, focusing specifically on the status of AI-enabled smart city initiatives 
across multiple countries in the Asia-Pacific region. We then analyze two key applications 

1. ASEAN (2018) Smart City Network progress report gives a good overview of the 26 pilot initiatives underway across eight countries. 
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of AI for social good used within smart city initiatives: 
public safety and transportation. In general, we find 
limited evidence of gender-responsive policymaking 
and practice, and little empirical research concerning 
how AI contributes to safer public spaces or more 
effective transportation systems for women. We argue 
that greater integration between the technical capacity 
of AI-enabled systems and diverse communities of 
women is needed. 

We introduce and evaluate the 3A Framework as 
an effective approach to leading and forming such 
integration holistically. Policymakers need practical 
and concrete ways to support women, whilst 
taking into account the specific technological shifts 
underway due to AI. This Framework provides a set of 
core questions that can be used as a starting point. 
This research maps out key insights generated from 
interviews with leading female and feminist scholars 
and activists who have significant knowledge and 
experience of working in Asia-Pacific. The experts 
reflected on what inclusive practice means when 
it comes to working at the intersection of gender 
and advanced technologies. We examine how these 
insights can be used to elaborate on the Framework, 
thereby establishing a method for inclusive 
policymaking and practice. 

2. Smart cities in the Asia-Pacific region:  
are they inclusive to women?

Hojer and Wangel (2015) argue that the idea of a 
smart city has its roots in concepts of “cybernetically 
planned cities” developed in the 1960s, in which 
networked and computational capabilities would be 
built into urban development plans starting in the 
1980s, mostly within the US and Europe. The concept 
has raised significant worldwide debate due to the 
tensions in its instrumental meaning versus associated 
intended outcomes (Allwinkle & Cruickshank, 2011; 
Hollands, 2008; Kitchin, 2014). AI-enabled smart 
cities are increasingly common and are tied to the 
spread of connected Internet of Things (IoT) devices 
and advances in computing power. That said, such 
systems are envisaged, implemented, and regulated 
in diverse ways across the varied social, political, and 
economic landscapes of the Asia-Pacific region.

Whether Asia-Pacific smart cities are inclusive to 
women depends on what we mean by being “inclusive 

to women”, and on the management model that is 
implemented. Concerning being “inclusive to women”, 
we adopt the UN DESA (n.d.) definition:

Social inclusion is the process by which efforts are made to 
ensure equal opportunities that everyone, regardless of their 
background, can achieve their full potential in life. Such 
efforts include policies and actions that promote equal access 
to (public) services, as well as enable citizens’ participation 
in the decision-making processes that affect their lives.

This definition considers the inclusion of women as a 
societal issue, falling under the remit of multiple actors 
and institutions. It does not mean that women’s issues 
and perspectives are favored over men’s, rather, it says 
that women’s access to services and decision-making 
processes need to be considered in context and in 
relation to others. However, we acknowledge that the 
UN definition may privilege notions of “equality” and 
“access” over “equity” and “outcomes.” Roces (2010) 
details how international feminist discourses have 
conflicted and resonated in different ways with various 
Asian feminist movements. Our research examines 
the 3A Framework as a means for policymakers and 
practitioners across a range of Asia-Pacific cultures 
to generate context specific goals, definitions, and 
outcomes of gender inclusiveness, and to better 
understand how they play out in smart city contexts.     

Across the Asia-Pacific region, many countries are 
organizing state-level smart city initiatives, with many 
making provisions for social inclusion within them 
(Table 1). We find that there are often no principles or 
programs identified within these high-level initiatives 
defining or standardizing how social inclusion should 
be implemented. Similarly, many Asia-Pacific countries 
have published national AI strategies, such as 
India’s National Strategy for AI (NITI Aayog, 2018) or 
Thailand’s Industry 4.0 Policy (Baxter, 2017). Countries 
have also enacted data privacy and protection laws, 
though it is not clear how all of these policy areas are 
mediated. For instance, the Australian Human Rights 
Commission (2019) identified gaps in current law, 
application of law, regulatory measures, and education 
and training when evaluating the adequacy of existing 
laws in protecting human rights in the context of AI. The 
lack of clarity surrounding national law and policy for AI-
enabled smart cities across the region cast doubts over 
whether the inclusion of women has been a priority, and 
raises questions regarding the bases of inclusion.   
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Country/
Region 
(ordered 
by GDP)

National Smart City Policy  
and Plans

Social Inclusion Notes

China China incorporated their Smart City Initiative 
into its national policy, and is a main reason 
for accelerated development of over 500 
smart city pilots in China (Long, Zhang, 
Zhang, Chen, & Chen, 2019). 

Chan and Anderson (2015) reported 
a transition in China from technology-
centered to human-centered smart 
cities with a focus on increasing public 
participation in the country. No details 
about gender inclusion in national policy 
were found. 

Japan Launch of a “super-smart city” initiative called 
Society 5.0 in 2016. National framework 
outlining how AI, IoT devices, and robots will 
transition Japan from an information society 
to an AI-enabled society, bringing about a 
human-centered society (Cabinet Office, 
Government of Japan, n.d.). 

Society 5.0 plans explicitly mention social 
inclusion goals, focusing on optimal and 
tailored services for individuals, whilst 
overcoming national challenges such as 
the ageing population, social polarization, 
and depopulation (UNESCO, 2019). 

India In 2015, the Indian Government pledged 
to create 100 smart cities by 2020. Only a 
portion of allocated funds have been used 
so far, and the timeframe has been extended 
to 2023. The Smart Cities Mission is the 
responsibility of the Ministry of Housing and 
Urban Affairs.

The Smart Cities Mission Statement and 
Guidelines (2015, p.6) includes 10 core 
infrastructure elements, one of which is the 
“safety and security of citizens, particularly 
women, children, and the elderly”. This is 
the only context in which gender issues are 
specifically mentioned. Another document 
provides examples of citizen engagement 
activities, including ways to be inclusive 
(e.g., placing Wi-Fi hotspots in slums) 
(Government of India – Ministry of Urban 
Development, 2015). 

South Korea In 2013, the federal government launched an 
initiative to construct ubiquitous cities, which 
has transitioned through two additional 
phases to connect and decentralize smart 
city development across the nation. Since 
2018, national policy incorporates testbeds, 
living labs, and implementation of AI 
technology (Ministry of Information and 
Communications, 2019b). 

Explicit aim to make South Korean’s 
citizens’ lives happy and inclusive in 
smart cities. A five-year, mid-to-long-term 
roadmap was established, incorporating 
this vision into its plans (Ministry of 
Information and Communications, 2019b). 
No details in reference to women or gender 
inclusion were found.   

Table 1: Cross-country comparison of national smart city plans and social inclusion provisions

Cross-country comparison of national smart city plans and social inclusion provisions
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Australia The Australian Smart City Plan was released 
by the Department of Prime Minister and 
Cabinet in 2016 and now sits with the 
Department of Transport, Infrastructure, 
Regional Development, and Communications 
(Department of the Prime Minister and 
Cabinet, 2016).

No mention of social inclusion, gender, or 
citizen participation. 

Indonesia In 2017, the national government created the 
“100 Smart Cities Movement” initiated by the 
Ministry of Communication and Information 
Technology of the Republic of Indonesia, and 
in 2018 focused on improving public services 
and increasing regional competitiveness 
(Davy, 2019). 

Equality is mentioned in a press release 
on the first phase of their smart cities 
program (Ministry of Communication and 
Information – Public Relations Bureau, 
2017). Individual city master plans (Laksmi, 
2018) include some specific mentions of 
preventing violence against women and 
children. Sustainability, when mentioned, 
includes a focus on social dimensions. 
Citizen participation is an important part of 
city and district planning.

Thailand Smart City Thailand (2018) is a national 
program designed to roll out smart city 
services to all 76 provinces and Bangkok by 
2022. It incorporates multiple government 
divisions, is managed by a dedicated unit 
called the Digital Economy Promotion Agency 
(DEPA), and involves multiple private sector 
actors.  

One of the seven dimensions of Thailand’s 
plan is centered on building “Smart People” 
by improving knowledge and skills of 
residents in order to “decrease social and 
economic inequality and provide new 
opportunities for creativity, innovation, and 
public participation” (Smart City Thailand, 
2018, p. 9). No details were given in 
reference to women or gender differences 
specifically. 

Hong Kong Hong Kong’s Office of the Government 
Chief Information Officer has a Smart City 
Blueprint focused on embracing technology 
towards strengthening the economy and 
achieving a high quality of life (Innovation 
and Technology Bureau, 2017).

The Blueprint focuses on application areas 
and does not mention specifics in relation 
to women. One goal is to nurture young 
talent to gain skills in science, technology, 
engineering, and mathematics (STEM), 
but there is no discussion of gender 
differences.  

(Cont.) Table 1: Cross-country comparison of national smart city plans and social inclusion provisions
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Malaysia Malaysia’s Ministry of Housing and Local 
Government (2018) released a national 
framework, outlining its definition, key smart 
city challenges, national policy, strategic 
areas of application, indicators, governance 
arrangements, and pilot project descriptions.

A main criterion given is gender 
empowerment and inclusivity of vulnerable 
groups. The seventh of 16 city policies 
given is “Social inclusion, especially gender 
equality shall be given emphasis in smart 
city development” (Ministry of Housing 
and Local Government, 2018, p. 36). This 
includes supportive physical infrastructure 
and programs, as well as participation in 
decision-making.

Singapore Smart Nation Singapore (2020) outlined 
three pillars of action surrounding the digital 
economy, digital government, and digital 
society led by the Smart Nation and Digital 
Government Office and the Infocomm Media 
Development Authority.  

The digital society blueprint refers to 
inclusion in terms of digital inclusion but 
does not refer to the specific needs of 
women. The digital government likewise 
tracks citizen satisfaction with its services, 
but does not explain how they address 
gender differences, if at all (Smart Nation 
Singapore, 2018). 

Vietnam Ministries and agencies are currently 
researching and completing building 
guidelines, mechanisms, and policies for 
smart cities (Ministry of Information and 
Communications, n.d.), with a first project 
launched in October 2019 focusing on air and 
water quality monitoring, renewable energy, 
public transport, and others, taking part in the 
ASEAN network (ASEAN, 2018; Ministry of 
Information and Communications, 2019a). 

No mention of social inclusion, gender or 
citizen participation.

Samoa Samoa’s National Urban Policy (2013) is a 
good example of how Pacific Islands may 
instead prioritize issues of sustainability, 
resilience, and inclusion over technologically-
centered smart cities. 

Whilst inclusivity is a core mission 
statement, the Policy does not elaborate on 
what this means. 

(Cont.) Table 1: Cross-country comparison of national smart city plans and social inclusion provisions
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The conflicted national-level policy space means that 
social inclusion is often implemented at the initiative 
level within a particular city or for a specific purpose. 
A range of what can be classified as “top-down” and 
“bottom-up” smart city models can be observed. 
We refer to a “top-down” approach as one where 
the locus of control over the design, governance, 
sensing, computation, and/or acting in an AI-enabled 
system is centralized in some way. For instance, data 
streams from various sensors are aggregated onto 
a “dashboard”. Taweesaengsakulthai et al. (2019) 
compared the top-down projects led by the central 
government in Nakhon Nayok, Phuket, and Chiang 
Mai provinces with the more locally-driven, bottom-
up approach of the Khon Kaen smart city initiative. 
They noted that the smart cities in Phuket and Chiang 
Mai put a strong emphasis on supporting the tourism 
industry rather than their citizens, and speculated that 
the reason these provinces were chosen by the central 
government for the smart city initiative was because 
they are both highly attractive tourist destinations. 

Nevertheless, top-down approaches may facilitate 
widespread integration and use of computational 
resources across a network when centralized in 
some way. For example, where environmental 
sustainability is concerned, centralized aggregation 
is being explored for monitoring emissions flows and 
making continuous adaptations to optimize these 
emissions (Giest, 2017). This sort of aggregated 
analysis and anticipatory policymaking may not work 
well for the inclusion of women because there are 
fewer known “levers” that enable decision-makers to 
determine exactly how to respond to certain issues. 
Some countries are therefore implementing public 
participation processes to facilitate deliberative 
decision-making in smart city systems (Chan and 
Anderson, 2015). However, the examined approaches 
have not yet addressed how such processes may 
need to change in the context of AI, nor how unequal 
power relations between men, women, and LGBTQI+ 
are addressed.

Alternatively, “bottom-up” approaches typically 
center on placing participation and accountability 
towards marginalized people, including women, at 
their core. Bottom-up approaches are characterized 
by participatory processes, highlighting how local 
citizens may know best how to respond to the 
issues they are confronting in their local area, as 
with Sadoway and Shekhar’s (2014) examination of 
Transparent Chennai’s community-driven approach to 
smart city governance. In contrast, Trencher (2019) 
analyses another “bottom-up” smart city initiative in 
Aizuwakamatsu, Japan, noting that the high level of 
citizen participation was driven by skilled corporate 
professionals. Bottom-up approaches may also fail 
to take into account large sets of interdependent 
factors, as well as the plural intents, interests, and 
power relations of the people involved. Moreover, AI 
could be used to scale applications and services that 
have wide benefit potential to complement grassroots 
engagement. A clear national strategy that embraces 
the benefits and minimizes the drawbacks of both top-
down and bottom-up approaches could enable better 
outcomes for women.

Another complicating factor for women’s inclusion is 
the breadth and diversity of actors involved in planning 
and managing smart city initiatives. Public-private 
partnerships (PPPs) are common in Asia-Pacific, with 
examples in India (SCC India Staff, 2018), Thailand 
(Huawei Enterprise, 2019), China, South Korea, and 
Japan (Thrive, 2018). Large technology companies 
are increasingly expanding their roles from suppliers 
to smart city co-investors, designers, and managers 
(Cathelat, 2019). Lam and Yang (2020) examine why 
PPPs occur, specifically in Hong Kong. They find that 
in the public sector, the most important criteria were 
availability of needed data, availability of expertise, 
possibility to maintain transparency of procurement, 
and monitoring of operations. In the private sector, the 
most important criteria were possibility to maintain 
transparency of procurement and monitoring of 
operation, complexity of coordinating government 
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departments, and availability of expertise. It is vital 
to note the lack of mention or consideration of 
community relations within this study. It appears that 
whilst PPPs are crucial for the acquisition of resources 
and expertise, private sector actors may not hold any 
responsibility towards citizens. 

As a result, many countries are pursuing 
complementary approaches to address social 
inclusion concerns. For example, Pune in India 
developed their own framework to engage their 
citizens as part of their smart city initiative with  
mixed success (Ministry of Housing and Urban  
Affairs, 2015). In contrast, Marsal-Llacuna (2015) 
and Panori et al. (2019) discuss indicators and 
multi-dimensional poverty indexes, respectively, as 
a means to foster socially inclusive outcomes. In 
other fields, it is well established that participatory 
citizen engagement processes can help to meet 
social inclusion objectives, but often only if they are 
negotiated into the design and implementation in 
a manner cognizant of these objectives; otherwise, 
citizen engagement processes can perpetuate existing 
power-structures, inequalities, and exclusion of certain 
participant groups (Musadat, 2019; Daniell, 2012). 
Thus, there is still a need to understand how to design 
such engagement processes in a way that women’s 
perspectives will not remain marginalized and so that 
they have the opportunity to influence AI-enabled 
smart city development.

3. AI for social good? Opportunities and 
risks of AI smart city technology for women

An increasing number of AI-enabled smart city 
initiatives are aiming to improve the well-being 
and quality of life of residents and visitors. We 
are particularly interested in applications that 
hold significant opportunity and risk for women. 
Based on our cross-country review of smart city 
progress in Asia-Pacific, we selected two key smart 
city applications that have seen substantial AI 
implementation. The following sections unpack the 
AI components of these two key applications: public 
safety and transportation.

3.1. Improving the safety and security of women 
in public spaces through facial recognition 
technology

Public safety and security issues differ greatly across 
Asia-Pacific urban contexts. However, there are some 
safety and security issues that affect certain genders 
disproportionately (Heise et al., 2002; Jackman, 
2006). Multiple accounts across the region reflect the 
risks and fear that women experience due to sexual 
harassment, assault, and violence in public spaces 
(Baruah, 2020; Plan International, 2016; Rao, 2017; 
UN Women, 2017). In Indonesia, women are 13 times 
more likely to be harassed in public places than men 
(Widadio, 2019). Whereas in Mumbai, India, Bharucha 
and Khatri (2018) found 30% of the women surveyed 
had been groped in public. Human trafficking and 
forced labor are two other significant safety and 
security issues affecting women in the Asia-Pacific 
region (Global Slavery Index, 2019; World Vision 
Australia, 2007). These issues also affect men, but 
trafficking for sexual exploitation makes up a large 
proportion of human trafficking, and in these cases 
women and girls are usually the victims (Lee, 2005; 
Piper 2005). An increasingly common strategy to 
reduce levels of violence and support intra-regional 
efforts to curb human trafficking and forced labor is 
to embed automated facial recognition technology 
(AFRT) into smart city initiatives. For example, in 2019, 
thanks to AFRT, India celebrated the matching of 
10,561 missing children with those living in institutions 
(Zaugg, 2019).

However, AFRT is not a silver bullet, having generated 
significant public debate around the technical 
limitations of the underpinning AI technology and its 
implications for individual privacy and centralization 
of power in urban governance. Public opinions on 
these matters are nuanced across the region; yet, in 
all contexts, better informed decisions can be made 
by understanding the components of this AI system. 
There are two types of facial recognition systems: 
verification and identification (Grother et al., 2019). 
Verification seeks to determine if two images of a face 
match, whereas identification matches a face shown 
in an image with potential matches in a database of 
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images. The main way that AFRT assists in reducing 
violence in public places is its ability to identify 
assailants post hoc. Similarly, human trafficking 
and forced labor also depends on authorities having 
records of victims and being able to match or identify 
victims. However, there are still concerns about how 
well this technology works for different demographics, 
as well as possible side effects and how effective 
systems incorporating AFRT are at solving the 
problems they seek to address. For instance, the 
National Institute of Standards in Technology (NIST) 
found that women were significantly more likely to be 
misidentified than men, with false positive rates two to 
five times higher (Grother et al., 2019). We outline the 
potential reasons for misidentification in Appendix 1. 

When considering the needs and perspectives of 
women, there are still many substantial gaps in the 
knowledge. For instance, it is not clear whether post-
hoc identification of perpetrators actually has any 
bearing on the safety and security of women. New 
AI applications to detect unusual behavior, rather 
than matching of perpetrators post hoc, may be 
beneficial in that regard (see Huawei Enterprise, 2019). 
However, these applications are in the early stages 
of development and there is no evidence to support 
their effectiveness (Barrett et al., 2019). It is also not 
clear what happens to women once they are identified 
as victims of human trafficking or forced labor, and 
whether there are other applications of AI technology 
to identify trafficking patterns (such as one solution 
discussed in Section 5.1). Evidence outlining the 
effectiveness of such systems on crime reduction in 
the Asia-Pacific region is also lacking. 

Lastly, little attention has been paid to data security 
issues, which may also impinge on the safety and 
security of women when misuse of the system or data 
breaches occur. There is also the question of how the 
information will be used: does an alert go to a human, 
or will there be an automated intervention? Very 
little discussion has taken place regarding how the 
images are stored and for how long, which becomes 
a significant issue when data is centralized (security 

risks) and/or used for multiple purposes (various 
issues around consent and biometric data ownership). 
There is a need to consider how AFRT will contribute 
to socially good outcomes for women by examining AI 
as part of a wider smart city system. 

3.2. Increasing mobility for women through 
AI-enabled transportation systems

Traffic congestion and mobility is a significant 
challenge in the rapidly growing cities of Asia-Pacific, 
and is commonly found on the wish list of problems to 
address within smart city initiatives. It is an issue that 
impacts on citizen well-being, leading to long hours of 
commuting, increased air pollution, and inaccessibility 
of city services. Two of the AI-enabled responses 
often deployed in smart cities are smart traffic lights 
and smart public transport. 

Smart transportation systems often require major 
infrastructure works and the development of one or 
multiple systems to manage and optimize transport at 
various levels of scale and complexity (see Appendix 
1 for a breakdown of these). Much empirical research 
and development in this field focuses on optimizing 
traffic flows based on real-time monitoring of traffic 
conditions (Javaid, 2018; Ghazal et al., 2016; Zhao 
et al., 2012). Data on traffic conditions is collected 
using vehicle detection sensors and either used to 
determine optimal timing for a single traffic light, or 
transmitted over the Internet to a data processing 
center where it is automatically analyzed to determine 
optimal traffic lights for a broader system. Efficiency 
gains in smart public transport are envisaged in 
a similar manner (Hörold et al., 2015; Haque et 
al., 2013). Public transportation services can be 
integrated within the same traffic management 
system to both prioritize public transport vehicles 
over private vehicles at intersections, as well as to 
inform route optimization to service popular routes 
effectively and avoid congestion. As such, smart 
traffic management systems usually include an end-
to-end platform to which users have access (usually a 
mobile application). 
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It is often not clear how system engineers have 
encoded priorities into the optimization of transport 
systems. Women may have particular mobility 
patterns and concerns that have not been factored 
into optimization algorithms. Data collection in smart 
city initiatives is often aggregated across genders, 
which renders women’s specific patterns and needs 
invisible. Inequities persist in Asian cities despite 
longstanding evidence of gendered differences in 
transport and several initiatives to address issues 
(Thynell, 2016). According to Singh (2019), women 
often make more complex multi-purpose trips using 
different modes of transport, travelling at off-peak 
hours. Women also place a higher priority on safety 
and security in their transport than men, and this can 
lead them to take more costly or less efficient modes 
of transport (Gekoski et al., 2017). Little to no attention 
has been paid to understand how and why women’s 
mobility can be supported and affected by AI-enabled 
systems. As such, it is often assumed that smart 
traffic lights and AI-enabled public transport will serve 
the interests of women because of efficiency gains 
in transportation systems. Rather, this needs to be 
tested and women’s preferences on system objectives 
factored into optimization functions or data sets for 
learning algorithms – even if these need to initially be 
synthesized for training purposes.

There has been work done on issues women find 
important using AI techniques, such as how to make 
public transport safer. In Australia, Transport New 
South Wales (2020) recently proposed a challenge 
to seek tenders for solutions to make travelling in 
Sydney safer for women at night, with a focus on 
data and suggested solution areas including “Deep 
Technology.” There have also been non-technical 
solutions proposed, such as women-only carriages of 
subways, although some argue that such solutions do 
not address the root of the problem and are instead 
reinforcing divisions between the sexes (Thynell, 
2016). More work is needed to better integrate 
the needs and aspirations of women in AI-fueled 
transportation systems.  

4. Addressing women’s needs and 
aspirations in AI-enabled smart cities

Overall, we find a lack of clarity in national smart 
city policymaking concerning the presence and 
inclusion of women. Our review of two AI for social 
good applications likewise finds significant gaps in 
the knowledge concerning how these technologies 
contribute to making public spaces safer and 
transportation systems more effective for diverse 
women. To address the needs and aspirations of 
diverse women, our approach synthesizes principles, 
practices, and concerns of female and feminist 
scholars, activists, and practitioners with significant 
expertise in supporting women. We sought to 
interview scholars with experience working at the 
intersection of women and technology, but also 
included feminists with broader ranging experience 
across Asia-Pacific contexts. We conducted 12 
interviews with 13 selected scholars, activists, 
and practitioners (Table 2), and contacted another 
23 experts, but were either unable to schedule an 
interview, had no response, or the invitee chose not 
to participate. Due to the diverse range of knowledge 
and experience of the selected participants, interview 
questions centered on their background, knowledge, 
and experience in implementing intersectional notions 
of identity, how their thinking has evolved in the 
context of rapid technological change, their specific 
recommendations for smart city initiatives, and any 
insights regarding transnational or regional change. 
The study was granted approval by the Australian 
National University human ethics committee under 
protocol 2019/732. The experts provided their 
informed consent to participate in the study and use 
their full name in this publication. 

Including Women in AI-enabled Smart Cities: 
Developing Gender-inclusive AI Policy and Practice in the Asia-Pacific Region 

213



Name and Organization Country/Region of 
knowledge/experience 
discussed for this study

Diane Bell, Distinguished Honorary Professor, Anthropology, ANU College 
of Asia and the Pacific

Australia

Genevieve Bell, Distinguished Professor, Florence Violet McKenzie Chair, 
Director of the 3A Institute, Australian National University and Vice 
President, Senior Fellow, Intel Corporation

Australia

Nandini Chami, Deputy Director, IT for Change India

Melissa Gregg, Principal Engineer and Research Director, Client 
Computing Group, Intel

Asia-Pacific

Anita Gurumurthy, Executive Director, IT for Change India

Sue Keay, Research Director for Cyber-Physical Systems, Data61 Australia

Padmini Ray Murray, Founder, Design Beku India

Nimita Pandey, Research and Information System for Developing 
Countries

India

Ruhiya Kristine Seward, Senior Programme Officer, Networked 
Economies, International Development Research Centre

Asia-Pacific

Araba Sey, Principal Researcher, Research ICT Africa Asia-Pacific

Hannah Thinyane, Principal Research Fellow, UN University Institute in 
Macau

Thailand

Amanda H. A. Watson, Research Fellow, Department of Pacific Affairs, 
ANU College of Asia and the Pacific

Papua New Guinea

Joanna Zubrzyki, Associate Professor of Social Work, Australian Catholic 
University

Australia

Table 2: List of interviewees and spread of knowledge/experience across Asia-Pacific
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We carried out structural coding of the interview 
transcripts to categorize sections of interviews 
into themes of inquiry (MacQueen, McLellan, Kay, & 
Milstein, 1998). This is a particularly useful strategy 
when the research is exploratory in nature (Miles & 
Huberman, 1994), as in this case. In a second round 
of analysis, we selected quotations where there was 
a high level of agreement, difference, or nuanced 
opinions amongst the experts. We included illustrative 
examples to give richness to the theme when possible. 

4.1. The 3A Framework

The themes of inquiry we selected were based on a 
new framework being developed, tested, and iterated 
by the Agency, Autonomy, Assurance (3A) Institute, 
called the 3A Framework. The 3A Framework is 
structured around six themes, each grappling with a 
core question to unpack interplay between people, 
technology, and the environment:

• Agency: How much agency do we give technology?
• Autonomy: How do we design for an autonomous 

world?  
• Assurance: How do we preserve our safety and 

values? 
• Indicators: How do we measure performance and 

success?
• Interfaces: How will technologies, systems, and 

humans work together? 
• Intent: Why, by whom, and for what purposes has the 

system been constructed?

The 3A Framework was developed by Genevieve Bell, 
Director of the 3A Institute, and is based on over 20 
years of experience working at Intel Corporation. 
From 2017–2020, it has been expanded and tested by 
the staff at the 3A Institute. To date, the Framework 
has been used and clarified through qualitative case 
study research, partnership work with industry, and 
through a series of educational experiments, including 
micro-credentials and a prototype Masters in Applied 
Cybernetics – supported by Microsoft, KPMG, and 
Macquarie Bank – that involves two cohorts of highly-
skilled, multi-disciplinary, and diverse professionals.
In this paper we evaluate the appropriateness of the 

Framework to guide inclusive policy and practice with 
and for women in the context of AI-enabled smart 
cities. The following section details our findings. 

5. Findings

This section outlines the findings of our interviews 
with experts in relation to the 3A Framework. 

5.1. Agency: The need to reconstitute AI 
technology design processes

Across the two cases of AI for social good identified 
above, there are tasks that can be performed without 
human oversight. In some instances, women can be 
personally identified on the street and a prediction 
made about where they are going or what actions 
they will take (Huawei Enterprise, 2019). Likewise, in 
the case of mobility, sensors and cameras, combined 
with machine learning algorithms, monitor and 
manage traffic flows. Policymakers will need to work 
through whether these functionalities are desirable or 
empowering for women. 

A main problem that experts mentioned was that it 
is often too late to consider what technology should 
and should not do by the time it is developed and 
implemented. Experts cautioned for the need to 
reconstruct the design phase of the AI technologies 
we considered. Actors need to make explicit the types 
of problems viewed as being important (or profitable) 
enough to solve, the underlying assumptions made, 
and who is included in the process of defining and 
solving problems. However, there were differing 
opinions regarding how diverse women should be 
represented in this process. Genevieve Bell, who 
grappled with these issues in her role as a Senior 
Fellow at Intel, explained that: 

“[It’s] not just about having more women in the room 
when the decision is being made. It’s about structuring the 
way the decision is made completely differently because 
[there’s] no point if you’re still driving to building a 
technology in one place and scaling it to the planet. It 
doesn’t matter how many other voices you’ve got in the 
room, if they’re not the right voices it makes no difference. 
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And thinking about who the right voices would be. That 
doesn’t just mean having women in the room. It means 
having women for whom this might be their community… 
you have to change the nature of how decisions were 
made, how conversations were constituted, how you 
thought about hearing different voices in the room and 
making room for people, and how you thought about what 
the logic was under which you are operating.”

We debate the topic of representing women further 
in Section 5.3. However, what we emphasize here is 
how the design process of an AI technology might 
be structured and, ultimately, what technology is 
meant to do (i.e., the intent behind it. See Section 5.6). 
Genevieve Bell argues that clarifying decision-making 
processes and increasing diversity in thoughtful and 
intentional ways precedes decisions about what AI 
technology can and cannot do. 

There is another thread related to the importance 
of incorporating intersectional theory (Crenshaw, 
1991) into design practice, as articulated by Joanna 
Zubrzyki, a lecturer in social work from Australian 
Catholic University: 

“I think it’s really important not to also essentialize or 
stereotype that all women will have the same sets of values 
just because they’re women…. One of the really important 
contributions I think of postmodern feminism was to say 
that you just cannot make global assumptions about the 
lived experience of all women and therefore the values of 
all women.”

Padmini Ray Murray, founder of Design Beku, a 
collective working at the intersection of design and 
technology in India, with substantial experience 
implementing intersectional notions of identity in 
smart city design, reflected on how difficult this can 
be: “Histories of feminism in this country have been articulated 
and published by the dominant caste, and so therefore what 
is seen as “Indian feminism” is kind of seen through the lenses 
of the savarna woman, who embodies the dominant caste 
woman”. Approaches to balance dominant voices are 
also discussed in Section 5.3, yet, here we note how 
challenging it can be to resolve these sorts of issues.

Design processes need to also incorporate a context-
integration phase. Genevieve Bell is wary of the 
temptation to “build a global thing and then just have 
localization strategies”, and that “[creating] a series of locally 
inflected designs that have some common threads” is more 
achievable using a bottom-up approach rather than a 
top-down one. One advantage of such an approach is 
“you hear what the genuine set of problems that people feel are, 
that need to be solved... sometimes that what you think you know 
about the place isn’t what is the problem people want to solve 
locally” (Genevieve Bell).

A good example of how design processes can 
integrate these insights when working on problems 
of high relevance to women is Hannah Thinyane’s 
Apprise System (Box 1). Thinyane and her team at 
UN University Macau have been exploring how digital 
technology can be used to reduce the exploitation of 
workers in four sectors of employment in Thailand: 
manufacturing, fishing, forced begging, and sex 
work. Following a values-sensitive design approach, 
Thinyane developed Apprise, a multilingual expert 
system, to support frontline responders (labor 
inspectors, police officers, community organization 
representatives) to identify victims of forced labor 
and human trafficking. Frontline responders access 
the application on their phone, accessing a question 
list that has been developed to screen for potential 
vulnerability:

“The question is a yes or no question, which makes it 
easy for us to compute afterwards the vulnerability of 
the situation there. So, how exploitation looks different 
in different sectors. So, the kinds of questions I might ask 
in different industry sectors, say in fishing, ‘I might not 
let you off your boat’, when you’re in port, that’s a way 
of confining you. And in sex work it might be that I won’t 
allow you to choose your own customers.”

According to Thinyane and Bhat (2019), there is a 
gap in our understanding of how many workers are 
often placed in challenging situations that are not 
clearly forced labor, that have begun on consensual 
and mutually beneficial terms but devolve into 
abusive work relationships. It takes strong community 
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relationships and cultural sensitivity to be able to tease 
out whether a worker is vulnerable or not. For instance, 
in the sex industry, Thinyane explains that the question 
list was developed in consultation with sex workers, 
community-based organizations (CBOs), and human 
rights lawyers. It also incorporates empirical evidence 
drawn from research with over 3,000 sex workers to 
identify the top four practices of exploitation within 
sex work in Thailand (Empower Foundation, 2012).  

Another approach emphasizes women’s 
empowerment, rather than focusing the design 
process on addressing specific problems. 
Empowerment broadly refers to capabilities to control 
one’s life choices or the decisions that affect one’s 
life, with the literature defining numerous dimensions 
and structural aspects to consider (Friedmann, 

As pictured in (a), a frontline responder will give a smartphone to a worker to select a language. A series of 
questions are spoken to the worker in their own language whilst they are wearing headphones, so that they can 
respond without scrutiny of the responder or a translator. Thinyane notes in earlier research that translators 
were often not trusted or corrupt. Workers likewise felt embarrassed to answer the questions honestly out loud 
to the responder. Figures (b) and (c) show the interface that workers see when answering the questions. Once 
the worker answers all of the questions, they hand the phone back to the responder and it displays a categori-
zation of the worker for the responder to review (Figure (d)). They may then offer additional options or avenues 
of support. In the future, Thinyane’s team hopes to use Apprise to identify patterns of exploitation, which ma-
chine learning algorithms may facilitate.  

1992; Oakley, 2001; Perkins & Zimmerman, 1995). 
Anita Gurumurthy and Nandini Chami are from 
IT for Change, a leading civil society organization 
headquartered in Bangalore, India. IT for Change 
is engaged in research, policy advocacy, and field 
practice at the intersections of digital and data 
technologies, with social justice and equality at the 
international, national, and local levels. Their approach 
to women’s empowerment rejects one-size-fits-all 
solutions, enabling women and girls to define what 
empowerment means for themselves:

“The team that works in schools has sought to build a 
curriculum that uses the Internet and digital media to 
create spaces for self-reflection and collective reflection 
among adolescent girls, where they can chart out their 
own definitions and descriptions of what it means to 
become empowered through technology.”
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The premise that individual reflections should factor 
into the design decisions of AI technology is complex, 
indicating that a new area of research is warranted. 
However, protecting and supporting such spaces for 
reflection is also important when it comes to enabling 
women’s participation in AI-enabled smart cities:

“I think that what AI is going to do for women’s 
empowerment, and what that would mean for the ideal 
of gender equal or feminist AI futures, is not only about 
women’s safety in smart cities. It’s really about the idea of 
that city in terms of many different citizenship planes… If 
you look at AI as being integrated into a larger economic 
ecosystem, or AI also re-architecting these larger economic 
and social systems, we see that AI becomes part of that 
important ingredient which is in a dialectic with society, 
policy, politics, and economics” (Anita Gurumurthy).

Gurumurthy stressed that attending to how AI 
technology contributes to women’s participation in 
different “citizenship planes”, is crucial for women’s 
empowerment. IT for Change has therefore confronted 
these issues by researching critical pedagogies, 
capacities, and impacts, which is then incorporated 
into their advocacy and policy work, and filters back 
into their practice engaging directly with communities.  

Overall, we find that there are a number of conditions 
that need to be addressed in the design phase of AI 
technology before a discussion can take place about 
what AI can and cannot do. This reinforces the need 
to simultaneously investigate issues across the 3A 
Framework (see Sections 5.2 and 5.3 in particular). 
However, what we conclude is that inclusive 
AI requires greater attention and transparency 
regarding decision-making processes surrounding its 
development, particularly when identifying problems 
and intended outcomes. There were differing opinions 
regarding which actors should be involved in decision-
making surrounding design decisions. Some experts 
believe strongly in the need to incorporate participatory 
democratic technology design processes, underpinned 
by women’s empowerment objectives. At the very 
least, there is a need for designers of AI technology to 

generate stronger links directly with diverse members 
of a community, as all the experts interviewed 
supported intersectional notions of identity.  

5.2. Autonomy: Building for the diverse realities 
of women

Designing for an autonomous world will involve 
being sensible to the practical realities women face. 
This involves many facets of a woman’s life and 
various aspects of her identity, not just those directly 
implicated in an AI-enabled system. As outlined in 
Section 5.1, one of the points of agreement amongst 
the experts interviewed regarded the importance of 
context-driven feminist praxis: “You’re talking about 
a region that is essentially both on the infrastructure 
side, socio-economic development side, as well as 
the digital innovation side very, I would say, highly 
fragmented. You’re not really seeing one picture. And 
therefore, there can be no one-size-fits-all” (Anita 
Gurumurthy). This theme focuses on understanding 
what processes and relationships AI is automating, 
and what they reveal in terms of the power and 
position of women in smart cities at the time. There 
are three key insights from the experts concerning the 
impacts of underlying infrastructure, differences in 
access and abilities across marginalized populations 
of women, and the need to educate women about the 
changes AI introduce as part of the process to include 
women in smart city development.

Our literature review shows that it is common for 
Asia-Pacific countries to pilot smart city initiatives 
in places where it may be easier to implement AI-
enabled systems in terms of the required underlying 
infrastructure. Experts discussed how exclusions can 
take place on three levels: the country level, city level, 
and within cities. At the country level, countries lacking 
in power and Internet infrastructures exclude many 
AI for social good applications. Amanda Watson, a 
Research Fellow that has been researching mobile 
phone use in Papua New Guinea for 12 years, provided 
a useful criterion for systems-development there:
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“Every single time someone mentions a possible project 
idea to me, which has happened many times over the 
years, I frequently say, first of all, can it work offline? So, if 
there is an Internet or cloud element, can it still function if 
you have no Internet? For instance, can the information be 
stored locally… what’s the battery life and power if there’s 
some sort of device because electricity does go down.”

Many citizens in Papua New Guinea do not have 
electricity, and the electricity grids that do exist 
may depend on solar energy. Indeed, many remote 
Australian towns and cities face similar constraints. 

Exclusions also happen at the city level, as Nimita 
Pandey, a Research Associate working for New-
Delhi-based Research and Information System (RIS) 
for Developing Countries, with expertise in science, 
technology, and innovation policy perspectives, 
described regarding the choices India has made:

“There is a huge list of criteria and processes that they opt 
in picking up cities, in order to make them smart. And the 
idea of making them “smart” is to make them “sustainable” 
in terms of energy, in terms of infrastructure, in terms 
of quality of living. But while doing this, the idea of 
“sustainability” is lost; it actually causes “exclusion”. And 
this exclusion is not merely from the gender perspective, 
but in terms of the socioeconomic demographic angle 
as well. Most of these smart cities are not accessible to 
everyone who is part of the city.”

Pandey argued that women are also excluded in 
heterogeneous ways within cities. In infrastructure-
poor locations, smart cities may need to either 
decentralize management of autonomous systems 
or find specific ways to include marginalized women. 
Anita Gurumurthy, in reflecting on the Indian context, 
felt the latter was critically important:

“And so smart city data for energy management or water 
management or housing, each of these is not going to be 
managed in silos. The city will manage all of this data in 
an integrated way and therefore it is basically a question 
of where are women in a participatory democracy? Is the 

data management system reflecting their concerns? What 
is it that women have to say about water consumption 
in the city? Which women’ s voices are being captured 
by the system? Is it covering the voices of the women who 
are waking up early in the morning to fill their pots in 
these slums and then rushing as domestic help to work in 
somebody’s house? And struggling to send their daughters 
to school whose safety they can’t ensure? And also finding 
city transport, creaking under the pressure of efficiency.”

Nandini Chami likewise felt that new models of 
ownership are required: 

“We need to think deeply about the design of smart city 
projects. In the data systems being set up in these projects 
through public-private partnerships, who should be the 
trustees for the management of common data resources? 
Can we assume private companies will automatically 
uphold public accountability or do we need completely 
new arrangements for the stewardship of citizen data? We 
need a radical overhaul of data governance frameworks.”

The ownership of data resources is a particularly 
sticky topic where AFRT and mobility pattern 
recognition are concerned, which is further discussed 
in Section 5.3. However, Chami gave the example of 
South Korea, who opted to create its own mapping 
platform to map various resources (not just locations) 
(see Korea Legislation Research Institute, 2019). 
This strategy may support Asia-Pacific countries 
to adopt heterogeneous models of integration for 
autonomous systems, which could address the needs 
of diverse women. In South Korea’s mapping platform 
case, contributing actors need to be able to frame 
their service in terms of the platform aims and how 
the benefits would be shared publicly. This would 
encourage companies to make explicit how their 
service responds to particular populations of women 
in a specific context. 

A second aspect that needs consideration relates to 
how diverse women have differing abilities to both 
understand and interact with automated processes 
and technologies. There is limited empirical evidence 
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regarding how women across Asia-Pacific might have 
different capacities to engage with CCTV or smart 
public transportation systems. We do know from 
experience that marginalized women have drastically 
different needs stemming from divergent cultures 
and capabilities of interacting with technology, 
such as smart phones. IT for Change has been 
supporting women across rural and urban settings 
in India, investigating how technology can be used to 
empower girls, all the way up to elderly women. They 
have learned to adapt their engagement strategies 
to various levels of digital literacy and technological 
usage patterns. Upon speaking of a project based in 
Mysore with older women, Chami mentioned post-
literacy approaches for empowerment education: “for 
example, you cannot use a lot of text-based aids or learning 
materials. One would have to rely a lot more on highly audio-
visual tools: videos, digital stories, [and] voice messages on 
mobile”. This implies a necessity to account for skill 
and cultural diversity when embedding automated 
technologies and processes into an environment. 

Padmini Murray, having conducted one of the only 
studies on the experiences of girls in the smart city, 
also found that girls in Delhi were reporting new risks 
that required mitigation: “I think what was most visible 
was that patriarchy enacts itself through digital vectors as 
well as through the material. So, you would have things like 
girls complaining about being sent pornography, harassment 
on platforms themselves”. Melissa Gregg, along with 
Genevieve and Diane Bell, likewise expressed the 
importance of ethnographic fieldwork as a means 
to understand the particular challenges experienced 
by women as new autonomous technologies are 
introduced. However, Gregg cautioned that at times it 
may not be obvious what processes AI is automating: 
“What I wonder though is… how much do people even know 
about what’s being collected about them right now. So, [ for] me, 
my first question is how are people even made aware of how they 
are tracked?” As discussed further in Section 5.5, Ruhiya 
Seward argued that new education programs are 
needed. 

In sum, whilst AI technology and the integrated 
systems needed to implement these technologies 
into Asia-Pacific cities is important, our research 
emphasizes that inclusive practice comprises three 
aspects. Firstly, when taking autonomous processes 
and systems to scale, policymakers need to make 
clear links between plans to reduce infrastructure 
inequalities and plans to develop smart city initiatives. 
Secondly, regardless of successful pilot tests, gender 
and cultural diversity are clearly factors that will 
impact on the roll out of autonomous systems. Greater 
attention and planning must be paid to accompany 
implementation through research and refinement 
to customize and problem-solve across contexts. 
Thirdly, citizen education programs are urgently 
needed to raise awareness of the myriad impacts and 
implications that automated processes have. 

5.3. Assurance: Ensuring diverse women’s 
needs and values are heard

Assurance refers to the practices, processes, 
institutions, and rules that ensure the safety and 
respect of societal values, especially from the 
perspectives of diverse women in this case. It is 
therefore not only structured by one relationship 
but by a system of relationships between all actors 
involved – including AI technologies and systems. 

If assurance is conceptualized as a system of 
relationships, the experts interviewed have worked 
tirelessly and consistently to ensure that women are 
key actors, whose voices have a right to be heard 
in such a system. The main difficulty in the context 
of AI-enabled smart cities is the lack of clear roles 
and opportunities to participate in decision-making 
surrounding how these initiatives impact on women’s 
lives. There are lessons to be learned from the 
struggles that the experts interviewed have confronted 
in their own lives and careers. For instance, Diane 
Bell, acclaimed Australian feminist anthropologist, 
recounted the struggles she endured to pursue her 
education, and to gain access to scholarships and 
grants as a single parent: 
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“I was the first woman to do anthropological fieldwork 
in Australia with two children as a single parent. There 
had been women in the field, but as a wife looking after 
his children, or it had been a woman just for a very short 
period or somebody had taken the kids. All the major 
women who’d worked in the field were single and had no 
children.” 

Moreover, the experiences of the experts also 
highlight what it means for women to claim greater 
accountability for the conditions and quality of life 
imbued by AI-enabled smart cities. As Diane Bell 
expressed, concerning her experience working with 
Aboriginal women in Australia:

“How do we get all those voices to the table? How do we 
hear from those people? How do we make the conditions 
so that all of those are there? But why should it be “we” 
making the conditions? How do we have it so that those 
people are saying, “This is my issue too”. … How do we get 
that consciousness of who’s at the table? To understand how 
these broader issues are interrelated? An “Aboriginal issue” 
is not just about where do I live because I’m Aboriginal 
and how is my language and my culture respected, but 
why am I not at the table on issues of national security for 
instance? Where should my understanding and my history 
be understood? [And] it should be right across the board.”

Sue Keay pointed to ethics panels, especially in a 
medical context, as a good example of consulting 
with people who are representative of a diverse 
community. Joanna Zubrzycki talked about her work 
with indigenous people and noted that you cannot 
always get everyone to the table at the same time, so 
“[you’ve] got to reach out and ensure that you are listening... 
and find those diverse perspectives... you’ve got to make the effort 
to go to people to consult”. 

Yet, in the current phase of technological development 
and implementation, we have seen limited evidence 
of consultation or participation in decision-making, 
reducing the scope of effective local governance 
of which Diane Bell speaks. Therefore, the experts 
speculated about mechanisms that may return 

attention to questions and issues of participation 
in smart city governance. One area that emerged 
regarded data ownership and governance. 
Araba Sey explained:

“What should happen, or what might be more practical, 
is for government and civil society organizations to 
find ways to partner somehow with the commercial 
or corporate entities to ethically get access to the data 
that they automatically generate, and try and use it 
in ways that go beyond just making profit. That may 
be an arrangement that could possibly at least share 
the responsibility, and make sure that it’s not just the 
corporate bodies that have access to the data and use it 
only for economic gain.”

In contrast, Anita Gurumurthy reflected on their 
experience developing a community-based water 
management app in Bangalore, India; and the steps 
taken to enable collective ownership of data and the 
skills needed for citizens, women, and men alike to 
use the system to claim greater accountability from 
local officials: 

“This is the idea of [a] smart city that we think should 
really be replicated, not necessarily to scale in a 
homogenized fashion, but in context-appropriate ways 
based on the particular needs of communities. There 
should actually be a way by which communities can 
manage their data and engage with local authorities for 
claims-making, with the complete knowledge of how data 
interfaces work.”

However, as Padmini Murray pointed out, referencing 
Baud et al. (2014), the ways in which similarly 
participatory democratic processes have been 
implemented in smart city initiatives has tended 
to over-index the perspectives of the middle-class, 
leading to significant bias in interpretation and 
inclusion. To work towards “resolving intersectionality with 
consensus”, Murray, along with Mozilla Fellow Divij Joshi, 
are developing an automated decision-making system 
precisely for this purpose. They are constructing 
an interactive platform that “demystifies how automated 
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decision-making is done in the smart city. What technologies 
are used, what is the data that those technologies [are using], 
what are the assumptions, rather, that are being built into those 
technologies to take the decisions that they do”.

Another essential intervention strategy is to 
significantly increase evaluations, including social 
audits of AI-enabled smart city initiatives. As Anita 
Gurumurthy argued:

“About four years ago, after the very unfortunate event of 
a young woman student in Delhi being raped, a fund was 
set up by the government, and then UN women and many 
other actors then got on board to initiate action on women 
and safety. Many apps were introduced as part of such 
action and I’m not really sure whether the assessments and 
evaluations of these really do exist. I haven’t seen many. 
We work on the whole idea of feminism in technology and 
I do think that we should really be having many more 
evaluations.”

Whilst we elaborate on potential purposes of 
evaluations in the next section, generally speaking, 
the assurance theme highlighted that voice, 
representation, participation in decision-making, and 
community ownership are of great consequence to 
including women in AI-enabled smart cities. There is 
reason to explore innovative ways to address these 
processes and topics, as Murray is doing. Indeed, this 
thematic area seems critically important to empirically 
research further.

5.4. Indicators: Addressing root causes rather 
than symptoms of gender inequality, and the 
concept of equity

When AI technologies are embedded within urban 
infrastructures, they may be designed and evaluated 
with a certain purpose in mind. Measuring the 
performance of a remote sensing system for 
traffic flow management might focus on indicators 
related to time or congestion. Likewise, facial 
recognition systems might also monitor error rates 
and positive identification rates. In either of these 

cases, performance measures emphasize envisioned 
purposes of technology and their overarching 
efficiencies. Nevertheless, these technologies affect 
critical infrastructure and the social fabric within which 
urban living takes shape. Moreover, the inclusion of 
women in this context implies gender relations will be 
rebalanced in the process. Yet, the needs of diverse 
women and men are complex and are particularly 
challenging to measure.

Gender inequality observed in both access to 
technology and its related industries are the main 
challenges to which the experts are no strangers. 
Women tend to have less access to technology 
across four basic access indicators: computer use, 
mobile phone ownership, mobile phone use, and 
access to the Internet (Sey & Hafkin, 2019). Women 
also constitute less than 35% of information and 
communications technology (ICT) and related 
professions, with substantially fewer in leadership 
positions (Sey & Hafkin, 2019). It is this persistent 
awareness of the severe gendered imbalances in 
access and usage patterns, affordability, workplaces, 
and industry representation that propel experts to 
engage in generating knowledge and praxis to bridge 
divides. Araba Sey is a scholar who has worked 
for the last three years on the UN’s Equals in Tech 
initiative. Prior to that, she investigated inequality 
between nations in terms of ICT infrastructure and 
uses, as well as between socioeconomic groups 
within countries for more than a decade. As someone 
who understands these imbalances all too well, Sey 
expressed frustration regarding how our knowledge of 
the issues points to little progress towards resolving 
inequalities:

“I feel like some of the things we’re measuring need to 
start at a much, much earlier age, and may not all be as 
quantitative as the current trends in the collection. I feel 
that a lot of what happened could be addressed at early 
stages, so at the primary elementary school level and then 
in the home, so that things like [a] parent’s attitude towards 
gender… or towards [their children’s] career [choices].” 
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Sey’s advice is to concentrate efforts on addressing 
the root causes of gender inequality rather than 
treating symptoms down the line. However, although it 
might seem out of scope to address gender inequality 
issues within smart city initiatives per se, it could be 
an important mitigation strategy.

In contrast, Diane Bell spent decades researching 
and advocating for Aboriginal Australian women. Her 
experience highlights how the international framing of 
gender equality within the Sustainable Development 
Goals (SDGs) may not be an appropriate standard to 
set. On speaking of her fieldwork from the 1970s in 
central Australia: 

“They had very independent lives. They hunted and 
gathered for their own food. Some of that food would go to 
their menfolk, but they were self-sufficient in themselves. 
They had their own camps that were organized according 
to their relationships to country and they had their own 
ceremonies which were organized by themselves… The 
notion that there was a feminist perspective on practices 
that might be underwritten by shared values and 
principles but were pursued in separate spaces was very 
clear to me. And that was a difficult thing to explain within 

the white women’s movement at the time, which wanted 
equality and integration. And I was saying there are other 
models. There are models with independent bases of power 
and standing.”

Alternative models (to equality) based on independence 
and freedom to define one’s measures of success 
is similar to IT for Change’s approach to women’s 
empowerment discussed in Section 5.1. Both require 
sufficient trust and time to establish as a means to 
protect “independent bases of power and standing”.   

Trusting relationships are indeed critical to developing 
measures of success shared across organizations. 
Ruhiya Seward, based in the Amman, Middle-East 
office of the International Development Research 
Centre, and working on the technology and innovation 
area in the Networked Economies group, has been 
working to improve gender-related outcomes across 
her team. She has also been overseeing feminist 
projects including the Gender and Technology 
Network, led by the Association for Progressive 
Communication (APC). She reflected on the specific 
challenges of working collaboratively across 
institutions:
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“Feminism is, in a way, depending on how broad your 
umbrella is, what we might call kind of participatory 
democracy or even democratic socialism. It takes 
time to activate. And yet there are the realities of 
getting work done and being responsive and doing 
stuff and forging forward and having a strategy – 
these challenges don’t always lend themselves to an 
amoebic participatory/collaborative management.… 
This can be a challenge when it comes to policy 
ecosystems versus feminist ecosystems… You 
actually need policy outcomes in order to show that 
it’s valid and worthwhile and that you’re spending 
public money in good ways.”

There may be some indicators that can be negotiated, 
whilst others cannot. This may be why it is also 
beneficial to establish shared principles of success. 
Nimita Pandey’s organization, RIS, developed a 
framework to contextualize responsible research 
and innovation (RRI) in India. She mentioned that the 
framework provides a principled basis to examine 
the social dimension, spanning multiple projects and 
contexts:

“From a developing country perspective, we proposed 
the [Access, Equity, Inclusion] framework… because 
while reflecting at gender under the project(s), it has 
emerged as a very critical issue; even there have been 
mandates across different departments, particularly the 
Department of Science and Technology. Studies would 
definitely add to our methodology, in order to develop 
an exhaustive list of indicators to assess and evaluate 
programs and initiatives, in order to find the enablers or 
barriers, which are critical for gender inclusion.” 

Initiatives such as these could potentially be integrated 
into smart city projects as a means to monitor and 
evaluate gender issues across projects. 

Lastly, many of the experts agreed that including 
women in AI-enabled smart cities depends on 
the participation of women in the relevant skilled 
professions, policy spheres, public services, and 
leadership roles. Sue Keay is the only female research 
director (of three) at Australia’s Commonwealth 
Scientific and Industrial Research Organisation 
(CSIRO). She leads four group leaders, none of which 

are women. CSIRO joined the Science in Australia 
Gender Equity (SAGE) program, which is a partnership 
between the Australian Academy of Science and the 
Australian Academy of Technology and Engineering. 
Its vision is to “improve gender equity in STEMM in the 
Australian higher education and research sector by 
building a sustainable and adaptable Athena SWAN 
model for Australia” (SAGE, 2018, n.d.). Such a model 
provides a charter of principles to ensure that their 
policies, practices, action plans, and culture reduce 
gender inequality. Sharing data on these matters 
enables some accountability for this issue from the 
organization. However, Keay felt that a great deal more 
needs to happen:

“With these initiatives that I personally was following 
or kind of I was asked to do, I guess unfortunately, 
they’re all things that I’ve decided to do. I would prefer 
if that was just a priority for the area that I work in, but 
at the moment it’s not… I’m increasingly feeling that it 
actually has to be something that is mandated, that 
it’s compulsory that there is no ifs, buts, or maybes, 
people just have to do it. And it doesn’t actually matter 
the reason, people [just] know that they have to think 
about safety in the workplace, they should also have 
to be thinking about inclusion in the workplace… I 
certainly believe we must be publishing metrics.”

In sum, indicators designed to establish and track 
progress towards various levels of reducing gender 
inequality within AI-enabled systems are needed. The 
experts flagged three scales of complexity to consider: 
firstly, indicators relating to global gender equality 
targets (or alternatively, independently defined targets); 
secondly, indicators relating to specific projects or 
programs; and, thirdly,  evaluations must seek to 
uncover how AI-enabled smart cities address the root 
causes, not only the symptoms of gender inequity. 

5.5. Interfaces: Defining boundaries and 
considering accessibility

As outlined in Sections 5.1 and 5.2, the AI-enabled 
smart city technologies we consider are rarely 
designed in a manner that aligns with the feminist 
praxis discussed in the interviews. The experts 
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identified how interfaces within AI-enabled smart 
cities are a crucial element to consider where diverse 
women are concerned. The most-marginalized women 
within Asia-Pacific cities are potentially concealed and 
further disadvantaged when they lack the accessibility 
and knowledge to interact with the interfaces of a 
system. Women’s public spaces are also increasingly 
occupied by the sensors and cameras needed to 
operate smart traffic systems and CCTV systems. 
This occupation has implications on the definition and 
communication of boundaries to acknowledge where 
interfaces begin and end.

Regarding accessibility, Ruhiya Seward remarked 
that severe access inequalities necessarily impact 
on how people may experience interfaces with a 
system: “So many people in the world don’t connect [to the 
Internet] at all, which means that they don’t show up in the data. 
If you don’t show up in the data, you don’t matter to AI”. On 
the other hand, by building AI technologies into city 
infrastructures, women may have less of a chance 
to decide whether or how to connect with a system. 
Hannah Thinyane referred specifically to this point: 

“What if they don’t actually have an ID document? What 
if they don’t want to be known? There are all of these 
things you have to consider when designing a system 
that will be citywide. I guess how does it also work with 
disabilities? How does it include disabled people? And then 
with migrants, and Thailand has such a huge population 
of migrant workers, how have people (documented or 
undocumented migrant workers) [been] included in a 
design of a system like that? Especially if it’s got anything to 
do with identity.”

If actors managing AI-enabled processes do not 
incorporate inclusive practice, there may be no way to 
tell if interfaces with a system actually function, or are 
desirable for diverse women. 

The occupation of public spaces by new interfaces 
with AI-enabled systems is also a concern. Melissa 
Gregg reflected on some of the challenges emerging 
from her involvement in the research and development 
of smart home devices, primarily in the US: 

“One of the things that really struck me, [ for example], 
is how services like Amazon Alexa, the Echo, and other 
technologies were being brought into the home with a very 
gendered voice. As a sort of idea and subservience that 
is very familiar for women in domestic environments. 
Having that background let me think about what is being 
normalized by the design of these devices. But then as 
the ecosystem developed towards Amazon’s ties to the 
Ring doorbell, for example, it made me stop to think 
about the role of the household within a neighborhood... 
It really worried me when I started to realize that Ring 
had arrangements with local authorities in certain 
neighborhoods that there was subject to screening from 
some of those law enforcement officials. The idea of the 
state in the US again is a little dis-aggregated from your 
local street. So, [ for] me, that’s a clear example of how 
if there is a thread of how the woman at home is under 
threat and technologies are designed to enable a certain 
kind of efficiency of monitoring, whether they’re in that 
home or outside of its perimeter. I don’t know that is the 
thing that concerns me a lot, which is what has been 
traditionally gender roles of care and nurturing and 
support and community relations becoming instrumented 
in these data gathering devices.”

Gregg directs us to some of the more entrenched 
impacts of integrated services combined with AI-
enabled devices, and how women’s voices may 
suggest care and nurturing, yet the involvement of law 
enforcement may be otherwise experienced. Whilst 
she noted differences in relations between women and 
the state based on her experience working across the 
US and parts of Asia, such as China, Japan, and Korea, 
what is important here is the capacity for women to 
be embedded in very seductive, or what Gregg calls 
“normalizing”, activities enabled by AI in the name of 
well-being, without understanding when these devices 
are interfacing with new sets of actors, such as local 
police. Moreover, Padmini Murray’s research, with Prof. 
Ayona Datta, uncovered how in India, when young 
women chronicled their engagement with the smart 
city in Delhi through daily WhatsApp diaries, they often 
found it difficult to draw boundaries between their 
experience with the city and “the smart city”: 
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“So, I think we found that they would often tell us about 
ways in which the infrastructure of the city would let them 
down. During the monsoon, Delhi would flood very easily 
and how that would cause a lot of difficulty, even would 
cause deaths because of electrocution and things like that. 
So, the picture that we got from their journals was just 
basically that they were always at war with the city. But 
what wasn’t immediately available to us was how does the 
smart city impact... It’s not really possible for them to parse 
what the city is doing to them through the lens of what the 
smart city is doing. And it also depends on what we mean 
by the ravages of the smart city.”

In this case, interfaces are often difficult to identify or 
disentangle from the broader city living experience. 
The majority of the experts interviewed argued for 
greater transparency and education opportunities to 
help women understand and claim their rights in this 
context, as Ruhiya Seward stated:

“Most people just don’t really understand data ecosystems. 
They just don’t have a fundamental understanding of 
their own human rights, of what data can do… Inclusion 
is having the skills to know what your rights are, and 
activating those rights, and working with them.”

The interfaces theme draws out concerns about 
whether AI-enabled systems have designed interaction 
experiences for diverse women, especially the most 
marginalized who often lack accessibility to technology 
that is used to gather data for AI. More importantly, 
there is a need to make the interfaces of a system 
visible and to debate the terms of informed consent in 
this context.

5.6. Intent: Examining power relations and 
potential misuses

A central concern raised by the experts reflects the 
dual nature of AI technology used within smart city 
initiatives. Even if facial recognition can be used for 
stated purposes related to safety and security, it 
enables other outcomes that may be experienced as 
harmful, such as increased surveillance and control, 
lack of freedom of expression, and unknown data 
privacy management practices. 

Diane Bell spoke of the need to question what 
problems AI is meant to solve, and having the capacity 
to debate whether or not it serves the collective 
interests of citizens, including those of diverse women: 

“AI has enormous capacity to improve our lives, but is it 
being developed within a framework where the narrative 
is one of rights and responsibilities, or is it developed 
because we can do it, therefore we’ll do it? Not, why should 
we do it? Well, we can do it, but should we do it? There’s 
many things we can do but should we?”

Genevieve Bell spoke of the reality underlying the 
development of many smart city initiatives:

“So, if you imagine that most technical systems are not 
built because someone has a generous whim, they are 
mostly built because they are either designed to perpetuate 
power, or general capital, or both… So, it’s not surprising 
in that sense that most technologies sit within systems of 
disenfranchisement because that will be the flip side of 
power and money.”

These quotes challenge policymakers and 
practitioners to expose power-relations within a 
system, and to ensure that the intent of AI is balanced 
by a framework of rights and responsibilities. 

Furthermore, almost everyone pointed to the 
challenges of acknowledging intersectional 
differences in power and access in context, where the 
intents of the more powerful or directly implicated are 
at play. Genevieve Bell gave the following example to 
highlight this point: 

“The classic example for me about the place that went 
horribly wrong... might be Chicago, certainly Illinois… 
[where] they had a smart traffic lights system… [that] was 
being run not by the police but by an outside third party. 
And in order to hit their revenue targets every quarter, they 
used to vary the traffic signal rate. So, the amount of time 
the light was yellow used to diminish towards the end of the 
quarter so they could catch more people running red lights.”
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She argued that we need to ask questions that are not 
necessarily about gender but about the problems that 
the system is intended to resolve: “How do you start to 
imagine what is safe, right? Because what a government decides 
is safe may not be what its citizens decide is safe.” Joanna 
Zubrzycki agreed, noting that it is often in working 
through the intent of a system that policymakers may 
begin to deal with the complexity of AI-enabled systems: 

“I mean if you look now at the sort of issues or just last week 
with the tragedies around domestic violence which people 
are starting again to grapple with. I think when people 
start naming those different problems, those intersections 
become very clear. And I think that’s when policymakers 
start to realize that they’ve actually got to deal with multiple 
dimensions of the problem and women’s experiences.”

Alternatively, in some countries, the powerful classes 
of actors may have little power to define their own 
intents and purposes. As Amanda Watson explained: 

“Many of the Pacific Island nations do have donor funding 
or if you count the donor dollars themselves going in. It’s a 
huge percentage of the overall budget or the overall money 
that’s spent in these countries. So, I guess that’s why or one 
of the reasons why so many of these things would end up 
being donor projects, because the governments themselves 
don’t necessarily have money to even run their health and 
education systems.”

Power-relations are essential to unpack the intent of 
AI-enabled systems, as well as to situate actors within 
them and their capacity to address core issues.
Working through issues surrounding intent may also 
gather insights into potential misuses of AI. Ruhiya 
Seward’s thoughts encapsulate comments from a 
number of experts:

“I mean essentially, it’s kind of a big brother issue, and I 
don’t see any other way of framing it… I think actually 
this really speaks to the tension of technology in general, 
broadly considered, in that there are all these potential 
advantages (and disadvantages) that come with security. 
[Say] a woman is harassed or attacked. If you have big 
brother surveillance, it can identify the attacker, track 

them down, and ensure he or she is brought to justice. That 
improves the lives of people vulnerable to harassment. 
On the other side of that security, if you have a state that 
doesn’t believe in free expression, this same technology 
can be used to track down people who are dissenting, 
who are protesting, who might not want to be identified or 
singled out... We know that [democratic systems are] being 
threatened all over the world... So how do we grapple 
with this big brother that’s here, that’s arrived – where we 
want safer cities, but we don’t want our freedoms curbed. 
Basically, it seems like it’s a trade off right now.”

Seward’s framing of the multifarious intentions 
that are purposeful and emergent within AI-enabled 
systems suggests that potential harms, specifically to 
women, are vital to evaluate. As Araba Sey related: 

“How do we ensure that those that do have access might not 
abuse them… This is more about those that have access 
to the system and ensuring that they are ethical, or… that 
there are measures in place to ensure that the potential 
for [misuse] is limited. Because women tend to be the 
predominant victims of abuse, I think, it becomes definitely 
a gender-related issue. Women and people of other non-
masculine genders tend to be the ones that are victimized 
more often, so I think there’s a definite gender component.”

There are likewise many components and levels of an 
AI-enabled system that must be considered. Hannah 
Thinyane spoke about how her design decisions ripple 
throughout a system, of which they can be taken 
advantage. Her thought process was:

“If we captured this extra information, how could that be 
abused? So, for example, we were asked from very early on 
if we could capture a camera photo, because say the NGOs 
would say, if you think of workers from Myanmar, they all 
have the same name. And if you have five people who were 
on the boat and they all have the same name, how would 
you know which one you talked to? … Any system that has 
corruption, if someone can make a few extra bucks and 
they don’t feel like [they’re] paid enough, well they might 
give that information to someone else.”
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Altogether, the intent theme captured the experts’ 
attention to power-relations in context, as well as how 
these are expressed. When considering the power and 
position of women, strategies to hold powerful actors 
to account and to protect against the misuse of AI-
enabled systems are needed.

6. Securing voice and recasting 
participation: Examining roles and 
responsibilities for the inclusion of 
women in AI-enabled systems

The following two sections discuss our findings and 
generate key policy recommendations for the roles 
and responsibilities required to include women in AI-
enabled smart cities. We also review our exercise of 
elaborating on the 3A Framework to address inclusion 
concerns and reflect on its application as a tool for 
future policymaking in this area.

6.1. Increasing voice and participation of 
women in smart city initiatives

The past decade has seen growing support for the 
notion of “inclusion” in the rhetoric of smart city 
initiatives, yet key decisions that affect women’s lives 
continue to be made without adequate consideration, 
consultation, or differentiation, especially when it 
comes to diverse women across various sections of 
society in the Asia-Pacific region. Why has the rise in 
the rhetoric of inclusion not coincided with greater 
scope and attention to the voices of diverse women, 
especially the most marginalized? How do AI for 
social good applications change the methods and 
practice of participation? The rise of AI has occurred 
simultaneously with some advances in methods and 
approaches designed for greater citizen engagement 
in smart city initiatives, such as deliberative decision-
making, citizen juries, and public consultations. There 
is, however, limited evidence that these approaches 
have been rolled out extensively, internalized, or that 
they have influenced wider policy or programmatic 
budgeting and decision-making within AI-enabled 
smart cities. 

As Joanna Zubrzycki poignantly stated, the inclusion 
agenda risks essentializing women, and can be used to 
disempower women as much as the reverse. Padmini 
Murray reminded us that some forms of participation 
can actually widen the gap between “inclusion” and 
“exclusion” when certain classes of women are favored 
over others during consultation processes. All of the 
experts were likewise in agreement that most women 
lack knowledge to engage in data ecosystems that 
underpin AI applications. In Section 5.1, Hannah Thinyane 
highlighted that vulnerable women are also hesitant to 
share their perspectives when trusting relationships are 
lacking. It seems clear that a main purpose of inclusive 
practice is to support the most marginalized women in 
smart city design and implementation. 

Intersectional feminist theory (Bhavnani, Foran, 
Kurian, & Munshi, 2016; Crenshaw, 1991) has provided 
a language to understand the social, cultural, and 
economic factors that influence the power and 
position of the most-marginalized women in relation 
to others, including men. Although all of the experts 
endorsed this framework for understanding a 
woman’s power and position, it remains challenging 
to adopt in practice. Examples discussed by the 
experts incorporating ethnographic accounts (Padmini 
Murray, Melissa Gregg), participatory models (Anita 
Gurumurthy, Nandini Chami), and values-sensitive 
design (Hannah Thinyane, Genevieve Bell), strengthen 
understandings of women’s realities as multi-
dimensional, intersectional, and dynamic. These 
methods may facilitate the inclusion of women’s 
voices in large smart city projects. However, disjoints 
between rich accounts of women’s experiences 
and the design of AI technologies and smart city 
infrastructures are still common.  

Why is it that intersectional feminism has not 
entered the mainstream in terms of framing and 
delivering public services such as AI-enabled public 
transportation and CCTV systems?  Typically, the 
needs and aspirations of the most marginalized have 
been served by specialist bodies and organizations, 
such as social workers, community-based 
organization representatives, and care workers. A 
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promising solution might be to educate these front-
line workers on the opportunities and risks afforded 
by AI-enabled systems, and to support their roles as 
advocates to move this agenda forward. As co-author 
and a trained social worker, Brenda Martin (2019, p.6) 
wrote:  

“In Australia, social workers are often in a unique 
position to witness the impacts of new socio-technical 
systems on the lives of our most vulnerable individuals and 
communities, to analyze structural inequities, to educate, 
to elevate the voices and experiences of those excluded 
from public debate, to influence public policy, and to 
advocate for change. As social workers, we need to develop 
the language and understanding to be meaning ful and 
powerful contributors to the debate on the current and 
future roles of AI and cyber-physical systems.”

Such workers and organizations can provide 
critical questioning and feedback into a system to 
highlight specific and systemic biases and risks of 
AI technologies. That said, this policy alone may 
place greater stress and pressure on an already 
over-worked professional base, which may spread 
their responsibilities for women too thin. In the next 
section, we consider how else to build responsibilities 
for the protection and empowerment of women 
into AI-enabled systems, and what these roles and 
responsibilities might look like. 

Moreover, it is not likely that increasing participation 
of women in smart city initiatives through deliberative 
decision-making, citizen juries, or otherwise will 
be enough in the context of AI-enabled smart city 
initiatives. Particularly in the cases of using AI to 
increase safety and mobility of women in smart cities, 
there will be difficulties in establishing the trust and 
close relationships necessary for an open discussion 
to share their views and preferences with authorities. 
Seemingly endless histories of violence against 
women and social control of women’s behavior 
exists in most contexts across Asia-Pacific. It seems 
dubious to suggest that women’s participation in 
decision-making processes would be valued and 
embraced. It also takes time to experience and reflect 

on how AI developments will interact with power-
relations, attitudes, and behaviors in context. Whilst 
participatory democratic processes should certainly be 
prioritized, the costs and technical expertise required 
to implement many AI-enabled smart city systems 
puts pressure on authorities to ensure strategic returns 
on investments. There is still a need to develop checks 
and balances, along with rewards and incentives within 
a wider network of smart city actors.  

6.2. Roles and responsibilities in an interlaced 
network of actors: The value of applying the 3A 
framework 

This research elaborates on the 3A Framework as 
a tool to outline the contours of inclusive practice 
within AI-enabled smart city systems, whilst taking 
into account the culture and values of diverse 
women. Our review of the literature and analysis of 
the interviews with experts, points to the key issues 
that the experts suggested considering, which we 
summarize here. Too often the issues raised are 
seen to have technical fixes, or as discussed in the 
previous section, warranting participatory processes 
which may not adequately address the scope and 
scale of AI. We argue that the 3A Framework enables 
policymakers and practitioners to work through the 
issues holistically, and to identify relevant actors 
and responsibilities needed to include women in AI-
enabled smart cities. 

Returning to the two applications of AI for social good, 
CCTV and smart transportation systems integrate 
complex AI applications (Section 3). Socially good 
outcomes, especially for women, are not guaranteed. 
Developing and implementing these applications 
frequently involves multiple government, private 
sector, and community-based organizations, and 
they build on prior systems and infrastructures 
that are culturally and context-specific. Working 
towards socially good outcomes for diverse women, 
particularly the most marginalized, requires an 
effective distribution of roles and responsibilities 
across an interlaced network of actors. 
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The views expressed in Section 5 illustrate that from 
a big picture standpoint, a range of actors belonging 
to national government institutions, international 
organizations, inter-organizational coordination 
bodies, and workers’ unions, etc. have a role to play in 
making conditions and opportunities more equitable 
for women across Asia-Pacific in the long-run. The 
experts clearly articulated that root causes, rather 
than symptoms of inequity, need to be addressed. 
However, viewed from such a vantage point, one might 
consider that different actors may attribute particular 
exclusion issues to different root causes. From an 
institutional perspective, this may be due to varied 
missions and objectives. Moreover, as Ruhiya Seward 
pointed out, institutions operate according to their own 
organizational logic and may have specific challenges 
to which they must attend. This suggests that 
national governments have a role to play in clarifying 
roles and responsibilities, especially in terms of the 
commitments they hold to gender equity. For instance, 
by creating stronger and more explicit connections 
in policy roadmaps between smart city plans and the 
achievement of the SDGs related to gender equality 
(e.g., Goals 5 and 11), making this information readily 
available and accessible is necessary. 

In terms of the internal dynamics of AI-enabled 
systems, the most critical issue for the experts 
related to the need to expose the power relations at 
play. Both CCTV and smart transportation systems 
may be used for surveillance, and it is not clear what 
measures are in place to inform the public or take any 
of the unique concerns women hold for their safety 
and well-being to heart. The 3A Framework facilitates 
discussions surrounding power differentials to take 
shape, including a range of individual, community, 
and place-based aspects. A major impediment is that 
relationships between key decision makers of smart 
city initiatives and women are not well-established. 
Successful examples provided by the experts reflected 
how women, particularly the most marginalized, are 
more comfortable forming relationships within their 
communities, as in Anita Gurumurthy’s example of 
community-driven water sanitation; or when there 

is greater trust and transparency, as with Hannah 
Thinyane’s example of the Apprise system for frontline 
workers (Section 5.1). 

In parallel, private sector actors, such as those 
managing CCTV or transportation systems and 
intermediating between government and citizen 
groups, have an important facilitating role to play. 
These actors need to take time to understand local 
dynamics and ultimately help broaden and deepen 
the design, implementation, and management of AI 
technology in context, primarily by interacting with 
critical actors such as women’s activist groups and 
community groups. It is only when system operators 
are aware of the interlaced network of actors and 
patterns of exclusion that they have the opportunity to 
use their power to encourage and provide entry points 
to systemic decision-making processes. Nevertheless, 
as Sue Keay reminds us, such actors are not likely 
to take on such responsibility unless these tasks are 
mandated and reported on. National and municipal 
governments must set high expectations of private 
sector actors to work more collaboratively with 
community groups. Sanctions could also be instituted 
as a means to hold industry partners accountable for 
more than delivering technologies and systems alone.

What Thinyane’s research also demonstrates, 
however, is that AI technology may also assist in 
developing trusting, inclusive relationships if designed 
responsively and supported holistically. The 3A 
Framework does not discriminate between human or 
technological actors, or collections of these. There is 
scope for future work developing AI to find patterns of 
exclusion, to look for risks and breaches in a system, 
or to find patterns that are exclusive to marginalized 
women and which may assist in a greater proportion 
than other sections of a society. For example, by 
suggesting a public transport route or by optimizing 
routes when stops are permitted in between stops at 
night to enable women to disembark closer to their 
homes. Padmini Murray’s work points to innovation in 
designing AI to build consensus in local governance, 
which may facilitate rebalancing the age-old power 
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issues that have plagued participatory decision-
making for diverse women. On the other hand, IT for 
Change has been exploring community ownership of 
data resources that has likewise improved inclusion 
outcomes. Progress in these areas suggests that AI, 
in terms of its design and features, will have a role and 
certain responsibilities in making AI-enabled smart 
cities more inclusive to women. 

Further research is needed to identify the roles and 
responsibilities that will enable the holistic integration 
of both the big and more granular pictures in smart 
city developments. We argue that a new class of 
practitioners able to mobilize and circulate across the 
network of actors is needed. These practitioners will 
require a plethora of knowledge and skills to translate 

between perspectives and make suggestions and 
improvements about how AI is designed, managed, 
and regulated in context. Another aspect identified 
by Anita Gurumurthy requiring further research is the 
influence of more powerful countries in Asia-Pacific 
on nations that have less capacity and resources to 
shape and control their own AI futures. Such intra-
regional development may well impact on how the 
inclusion of women is taken up across the region (if, 
for instance, all countries begin to adopt the same 
AFRT system, and states are unable to modify or 
adapt it to their local context). Nevertheless, the 3A 
Framework may still be a useful tool for policymakers 
to use to navigate such tensions and global 
developments.
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Appendix 1: Technical specifications of AFRT and smart transportation systems

AFRT: Overview of algorithms and factors 
influencing performance

Within AFRT systems, after the image(s) have been 
obtained for processing, they are transformed into a 
mathematical representation which is then compared 
with other representations of faces to obtain a 
similarity score. The similarity score is essentially the 
probability of a match between two faces (the sensed 
face and the previously recorded face). Various deep 
neural network methods have been developed to 
produce a similarity score. The vast majority of these 
use a labelled dataset to train the neural network to 
produce the correct result. In deployment, the neural 
network is then used to recognize patterns based on 
similar features found in previously classified images 
when compared to unseen images (Masi, 2018). 

Therefore, these systems only perform well on 
pictures which are drawn from distributions similar to 
that of the training dataset. When software developers 
use biased or unrepresentative datasets to train an 
algorithm, error rates increase. This is especially 
problematic when AFRT systems are developed 
in foreign cultural contexts. For instance, for facial 
recognition systems developed in the US, the false 
match rate is the highest in East Asian populations, 
whereas for many (but not all) systems developed in 
East Asia, false positive matches between people born 
in East Asian countries are lower. 

The demographics of the people included in the 
dataset is not the only factor which influences the 
generalizability of the dataset. If the images exhibit 

systematic biases, then these can also be learnt by 
the algorithm (and if they are also not present during 
implementation this will lead to error). For example, in 
the NIST report (Grother et al., 2019) underexposure 
of photographs of dark-skinned individuals was 
identified as a possible source of bias. The types of 
cameras used can mitigate possible sources of bias 
by providing more consistent images. For instance, 
verification systems that take images using infrared 
sensors provide more consistent illumination in 
different lighting conditions. Some commercial face 
verification algorithms (such as Apple’s Face ID) 
instead use a depth image or are used in conjunction 
with a colored or monochrome image. Including depth 
information reduces false matches and makes it 
harder to spoof such systems by, for example, printing 
an image of a person’s face.2 Depth can also be used 
for identification systems, but getting accurate and 
high-resolution depth is harder when the person’s face 
is far away from the sensor. However, it is important to 
make sure that the system is trained using the same 
type of images that will be used during deployment.

Another factor which can influence performance is 
the threshold, which determines how similar two 
images need to be before they are considered a match 
(according to the similarity score outlined earlier). 
The system is not likely to make perfect predictions, 
so trade-offs occur between the number of false and 
true matches3 – suitable trade-offs depend on the 
application. Consider, for example, unlocking a phone 

2. Including depth is not the only way to combat spoof attacks, see Ramachandra and Busch (2017) for an overview of spoof detection methods.

3. The Relative Operating Characteristic (ROC) curve is one way of examining the trade-offs for various thresholds for binary classification problems
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using facial verification: setting a high threshold is 
feasible because the user can retry at different angles 
and a back-up method exists for unlocking, such as a 
pin. In contrast, if facial identification is used to search 
for trafficked women or perpetrators of violence, 
a lower threshold may be appropriate, especially if 
combined with a human review before intervention. 
Developers also try to improve performance by 
grouping images into demographics, which essentially 
sorts the images before they are analyzed. However, 
classifying individuals into demographics can be 
hurtful to people if they are misclassified4 and the 
number of demographics which can be usefully 
defined is likely to be limited (e.g., by the availability 
of training data for each demographic), and so useful 
demographics may never be suitable for everyone.  

AFRT: Extensions

There is speculation about the other possible 
functionalities that could be built into AFRT systems 
to support public safety and security. An integrated 
CCTV system in Shenzhen, China has been designed 
to supposedly “formulate behavior prediction based 
on facial and behavioral reaction” (Huawei Enterprise, 
2019, p. 74). However, a major review found no 
evidence that emotional states can be accurately 
inferred from the analysis of facial movements alone, 
without reference to culture or context (Barrett et 
al., 2019). There are also vision-based systems for 
detecting unusual behavior which have been proposed 
in academia (Xiang and Gong, 2008; Wiliem et al., 
2012) and implemented in commercial products 
(Rhombus Systems, 2019). Behavioral prediction 
algorithms, which may help to identify struggles, 
health crises, or other aspects often use unsupervised 
learning techniques to detect “unusual” behavior, and 

would still need human interpretation. There is also no 
evidence to suggest that the situations which women 
face are being factored into technological design and 
development of such systems. 

Smart transportation systems: objectives and 
constraints

The efficiency gains derived from smart traffic 
lights focus on optimizing traffic flows based on 
real-time monitoring of traffic conditions. Data on 
traffic conditions is collected using vehicle detection 
sensors, and is either used to determine optimal 
timing for a single traffic light or transmitted over 
the Internet to a data processing center where it is 
automatically analyzed to determine optimal traffic 
lights for a broader system. What “optimal” means will 
depend on how designers have encoded the priorities 
to optimize for into the system. For instance, there 
will be a trade-off between efficiency of the overall 
traffic (which has environmental implications) and 
incentives designers may want to introduce, such 
as prioritizing cyclists, public transport vehicles,5 
or emergency vehicles (Javaid, 2018; Ghazal et al., 
2016). It is common for smart traffic lights to control 
a single traffic light without connection to a larger 
network, thus taking into account the volume of traffic 
to shorten or lengthen the amount of time a light 
remains green. As the system becomes more complex 
(e.g., controlling multiple lights, balancing multiple 
priorities, monitoring performance for a variety of 
well-travelled and less-travelled routes, and ensuring 
that people on less-travelled routes do not have to 
wait unreasonable amounts of time) more advanced 
algorithms and computational resources are required. 
This is the primary application of AI in this context. 
Zhao et al. (2012) found fuzzy logic, artificial neural 

4. For example, gender detectors can be hurtful to members of the transgender community (Hamidi et al., 2018; Keyes, 2018).

5. Copenhagen is a good example of this – State of Green (2016); Rasmussen (2018); Copenhagen Technical and Environmental Administration (2011).
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network, evolutionary and swarm, reinforcement 
learning and adaptive dynamic programming, and 
agent and game methods are common. Given the 
complexity and development time required to test 
and implement solutions to complex traffic flow 
management problems, it seems problematic that 
gendered preferences and perspectives have not been 
considered here. 

Efficiency gains in smart public transport are 
envisaged in a similar manner. Public transportation 
services can be integrated within the same traffic 
management system to both prioritize public transport 
vehicles over private vehicles at intersections, as well 
as to inform route optimization to service popular 
routes effectively and avoid congestion. As such, 
smart traffic management systems usually include an 
end-to-end platform that users have access to (usually 
a mobile application). People can use the platform 
to plan, book, and pay for their journeys, as well as 
access real-time information about their transport 
(Hörold et al., 2015). The platform can include a 
range of transport options beyond traditional buses 
and trains, such as bike/car sharing or hire options. 
Singapore, for instance, has a system in place that 
manages its public trains and buses, and integrates 
private shuttle buses servicing social housing and 
condo blocks (Haque et al., 2013). Its payment 
system functions across these services and enables 
monitoring of journeys from start to finish. In these 
systems, data protection practices would need to be 
carefully designed and incorporated to comply with 
privacy laws and consumer expectations. In the case 
of smart public transportation, efficiency gains are 
built into existing systems and networks. If there are 
mobility issues that a woman experiences which are 
not addressed in the existing system, there does not 

seem to be any specific functions or procedures in 
place to address them. 

When considering potential smart traffic systems, 
a critical aspect is the underlying infrastructure 
requirements that affect both the traffic management 
system performance and how diverse women 
may benefit differently from it. For complex traffic 
management systems, it is crucial to have a strong 
and reliable Internet network for the sensors, control 
center, and traffic lights to be able to communicate 
in real-time and to be responsive to the current 
conditions. All smart traffic light systems depend 
fundamentally on a high density and dispersion of 
networked vehicle sensors to provide enough real-
time data for meaningful decision-making. These 
may include microwave radar (Ho and Chung 2016), 
video (Javaid et al., 2018), motion sensors (e.g., using 
infrared transmitters and receivers) (Ghazal et al., 
2016; Jagadeesh et al., 2015), and under road sensors 
– including induction loops and various weight in 
motion estimation systems, which can be based on 
technologies such as piezoelectric, capacitive mats, 
bending plates, load cells, and optical (Hancke and 
Hancke, 2013) – with some sensors focused on 
detecting pedestrian and cyclist traffic. Some work 
also suggests using smartphones as distributed 
sensors (Anagnostopoulos, 2016; Wang et al., 2012; 
Jayapal and Roy, 2016) although this usually relies 
on the cooperation of the smartphone owners and 
could disadvantage those who do not own or regularly 
carry a smartphone. Such extensive infrastructure and 
resource requirements have severe implications on 
the types of roads and neighborhoods in which these 
systems can be built. Women with the most need for 
mobility support may, in contrast, live in places where 
it is not possible to construct these systems.
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Introduction: Policy as the Key to AI Promises

This paper examines the impact of artificial intelligence (AI) on the future of work to develop 
a policy framework for transforming job disruption caused by AI into social good for all. 
With the rapid advancement and progress of AI technology, there is little doubt that the era 
of AI will have an unprecedented impact on societies, economies, and governments in a 
significant and profound way with long-term effects and implications (Kaplan, 2016; OECD 
2019a). Among them is the effect on the employment market through job disruptions. This 
can be referred to as the general process of replacing existing jobs by AI automation with 
the simultaneous potential of re-creating new opportunities and positions, which is the 
primary focus of this study. 

Although the ideal state of AI is clearly desirable, and its promised returns to society are 
attractive and potentially enormous, it should never be taken for granted or assumed to 
be implemented effortlessly and automatically. The enabling factors in terms of good 
governance and sound policies are often less emphasized and frequently neglected in the 
current discussion. The cost of not paying serious attention to the issues and problems of 
job disruption can be too high to bear as it would mean the possibility of countries not being 
able to make a successful and smooth transition to the AI economy (Deming, 2017). In the 
absence of equity and fairness, even if an AI economy is achieved, the goals of AI for social 
good and using AI to empower all people can be severely compromised. Without smart and 
effective policies to meet the AI challenge of job disruption, the disadvantaged and high-risk 
members of society would be displaced by AI automation and face economic hardship and 
social marginalization. 

A major goal of this paper is to set up a policy framework on the role of the government as 
well as the policy responses it should make in order to address the concerns and challenges 
brought by AI job disruption. According to Kai-Fu Lee, a world-renowned expert and venture 
capitalist of AI, the total disruption of patterns of work and employment would lead to an 
alarming estimate of 40% for current jobs lost to AI (Lee & Moon, 2019). His estimate is 
echoed by the statistics of Organization for Economic Co-operation and Development (OECD) 
(see Figure 1). The combined share of jobs at high risk of automation and significant risk of 
automation is higher than 40% for the average of OECD countries. Even for countries such as 
Norway and Finland, which face a relatively lower risk than the global standard, their share of 
jobs threatened by AI automation is still over 30%. At the higher end, countries such as Greece, 
Turkey, Lithuania, and Slovakia are around 60%. Shockingly, even for countries such as Japan, 
which is an advanced economy, its share of jobs at risk is still more than 50%, meaning that 
one out of two members of the labor force would be affected by AI automation. 
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Large shares of jobs are at risk of automation or significant change

Figure 1: Jobs at risk of automation in OECD countries
(Source: OECD The Future of Work 2019)

In theory, with the widespread deployment of AI, 
nations and societies should win in the long run due 
to efficiency and productivity gains (OECD, 2018). 
However, with so much employment at risk under 
AI, in the short run, it is increasingly inevitable that 
there could be losers, of which include countries and 
citizens who are ill-prepared for the impact of AI. AI 
should be capable of creating a win-win outcome 
for all members of society (Lee & Moon, 2019). Any 
trade-off between labor rights and automation as well 
as tension between winners and losers should be a 
false dilemma. The key is whether proper policies are 
formulated and implemented to ensure all members 
of society can capture the benefits of AI. 

As seen in Figure 2, the OECD Report of The Future of 
Work (2019b) finds that six out of ten adults lack the 
ICT skills necessary for the emerging jobs generated 

by AI. Another alarming finding in the same report is 
that the most vulnerable population, whose jobs are 
at high risk under AI, are not being offered re-training 
or re-skilling opportunities. For example, for adults 
whose jobs face a high risk of automation, less than 
20% of them are receiving re-training. Ironically, to the 
contrary, for adults whose jobs face low automation 
risk, close to 70% of them are receiving re-training. 
Similarly, less than 20% of low-skilled adults are 
receiving re-training, whereas up to 70% of high-skilled 
adults are undergoing re-training. All of these figures 
and statistics clearly show that there is a mismatch of 
policy and mistargeting in the allocation of resources 
for countries and governments in their transition to AI. 
Unless proper government policies are implemented 
in time, the future of AI could mean more inequalities 
in society and across nations, with the ambition of the 
technology unfulfilled.  
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Skills and the future of work

Figure 2: Skills and the future of work (OECD)
(Source: OECD Employment Outlook 2019: The Future of Work 2019)
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At the same time, a considerable gap has been 
observed between the demand for policy solutions 
and the supply of current knowledge on this topic. 
While there is a substantial amount of research and 
discussion on the impact of AI on economic growth 
and employment, there is relatively less research on 
what governments should do to turn the risk and 
threat of AI into job opportunities and social good for 
all. In the literature review conducted in this project, 

there is an evident shortage of relevant studies in the 
public policy and public administration literature to 
examine and analyze the proper role of governments 
and the required policy responses for addressing 
the impact of AI on the job market. Although this 
finding is concerning, many people believe that AI 
will have a major impact on the job market, including 
the issue of job losses and job elimination through 
automation. That said, there is limited knowledge on 
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what governments can do in order to address these 
adverse consequences (Kaplan, 2016). This is one of 
the key reasons why both policymakers and scholars 
must make greater efforts in preparing society for 
the AI era, especially because of its impact on policy, 
governance, and society (Desouza, 2018; Partnership 
for Public Service, 2018, 2019). 

In bridging this gap, this paper will accomplish 
the following two major tasks: It first builds on 
the typology of job replacement and AI to set up a 
policy framework on the role of government and 
policy responses to address various concerns and 
challenges. On the principle of “rise with AI, not race 
with it” (World Bank, 2018), governments must play 
active or even aggressive roles not only on re-training, 
knowledge and skill building, and job re-creation, but 
also on social protection and a fair re-allocation of 
resources. Second, this paper conducts a survey of 
national AI strategies to assess the extent to which AI 
policy of job disruption is taken seriously by countries. 
It reveals that many countries, especially developing 
ones, are not well-prepared for AI, and most seem 
to be overlooking fairness and equity issues. In 
response, this paper suggests providing actionable 
policy recommendations to national governments and 
international authorities.

It is important to recognize that this paper is not 
an isolated effort in addressing these important 
questions and issues. Instead, it is a new step in 
a series of efforts by researchers and scholars of 
related projects to generate knowledge and findings 
substantiated by solid research on the social impact 
of AI and technology. More specifically, this is the 
second publication by the Association of Pacific 
Rim Universities (APRU) on technology and the 
transformation of work. It is hoped that this will build 
upon and extend the insights and findings of the first 
report, “Transformation of Work in Asia-Pacific in the 
21st Century” published in 2019. This paper moves 
the collective project to the next stage by adopting a 
policy-oriented focus and a governmental approach 
to examine what governments should do to transform 
the threats and uncertainties of AI job disruption into 
opportunities for achieving social good for all.

PART I : AI Impact on the Job Market

The Typology of Job Replacement

Among the attempts to understand and theorize 
the impact of AI on the future of work, one of most 
useful and best-known frameworks for analyzing 
the effect of AI on the job market is the typology of 
job replacement developed by Lee Kai-Fu (2018) in 
his book “AI Super-Powers”. His typology is shown in 
Figure 3. In basic terms, to analyze his framework, Lee 
uses two major dimensions: social nature of the job 
(social vs. non-social) and the degree to which the job 
can be replaced by automation (optimization-based 
vs. creativity or strategy based). Under this typology, 
four types of jobs with different effects under AI job 
replacement can be identified as below:
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Figure 3: A typology of risk of replacement by jobs
(Source: Lee (2019) and Author)

I. Danger Zone (non-social and optimization-based)
As evident by the title, jobs in the “Danger Zone” are 
those facing the highest risk of being replaced by AI 
automation (e.g., customer service representatives, 
drivers, basic translators, telemarketers, garment 
factory workers, chefs, and so on). These jobs face 
the most immediate danger of being replaced by 
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AI, and therefore should receive the highest policy 
priority.  Low-skilled labor groups are often the most 
vulnerable, as they have limited access to re-training 
opportunities. Providing re-skilling and re-training 
to this group of people should create a win-win 
outcome. For society, higher efficiency can be yielded 
by eliminating “Danger Zone” jobs and replacing 
them with AI technology. For the workers concerned, 
through re-training and re-skilling, they can shift to 
job opportunities found in the other three quadrants, 
where they will experience higher productivity through 
taking advantage of AI, and as a result will enjoy higher 
wages. 

II. Human Veneer (social and optimization-based)
“Human Veneer” is a mixed and somewhat tricky 
category. In principle, most of the functions, tasks, and 
duties can already be done by AI, but the key social 
interactive element of the job makes it difficult to be 
fully automated (e.g., cafe waiters, wedding planners, 
teachers, doctors, hotel receptionists, and so on). If 
behind-the-scenes optimization work was completely 
taken over by AI, human actors would still be required 
as the social interface (the veneer) for clients and 
customers, representing the delicate performance 
balance and intricate symbolic relationship between AI 
and humans. This is exactly why bank tellers were not 
eliminated when the automated teller machine (ATM) 
was invented, as human interaction was still valued and 
preferred by many customers (Kang & Francisco, 2019).  

According to Lee (2018), there are two factors which 
determine the percentage and how quickly jobs in the 
“Human Veneer” quadrant would be replaced by AI: 
the capability of restructuring the task and making 
AI more human-like in performing it; how open and 
receptive customers are to interacting with AI. Since 
the second factor can vary across cultures and social 
contexts, we can expect to see variations across 
countries on the type, degree, and pace of jobs being 
replaced by AI under “Human Veneer”. In formulating 
proper policy response to job disruption, this quadrant 
underscores the importance of enhancing the social 
intelligence of workers in skill upgrade and re-training 
as it is a capability which cannot be performed and 
replaced by AI (OECD 2018).

III. Slow Creep (non-social and creativity /  
strategy based)
The “Slow Creep” quadrant includes jobs which do not 
rely on human social skills, but would require another 
dimension of capacities which currently cannot 
be performed by AI: dexterity, strategic thinking, 
creativity, and the ability to adapt to an unstructured 
environment (OECD 2018; Frey and Osborne, 2017). 
Examples of jobs under this category include 
aerospace mechanics, scientists, artists, columnists, 
graphic designers, and security guards. This category 
is labelled as “Slow Creep” because it is generally 
believed that given the progress of AI technology and 
the advent of Big Data for AI training, it is plausible 
for AI to gradually narrow the gap with humans in 
terms of creativity and adaptation to uncertainties 
and contingencies. The pace of job elimination in this 
quadrant would depend less on process innovation 
in companies and organizations—a major factor 
affecting the job elimination in the “Human Veneer” 
quadrant—but would be more influenced by the 
progress and advancement of AI technology.

The special nature of “Slow Creep” has helped to 
accentuate the important principle advocated by the 
World Bank (2018) in the development of AI: “Rise 
with – not against – the Machine”. In other words, 
humans should “rise with AI, not race with it” (World 
Bank, 2018). From a policy standpoint, it is pointless 
and fruitless for humans to have direct competition 
with AI, which is also contradictory to the intention of 
inventing new technology. Machines and technology 
are invented to aid humans—competing or replacing 
humans is not the objective. The development 
of AI should be human-centric for elevating the 
performance and strengthening the capacity of 
humans. Those in the “Slow Creep” category should 
be equipped with knowledge and skills of AI in order to 
enhance their ability to become more productive and 
creative. 

IV. Safe Zone (social and creativity / strategy based)
Jobs in the “Safe Zone” quadrant are those which 
possess two of the three major “engineering 
bottlenecks” (i.e., elements which cannot be easily 
automated by AI), such as social and creative 
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intelligence (Frey and Osborne, 2017). Some major 
examples of jobs under this category include CEOs, 
social workers, PR directors, dog trainers, physical 
therapists, and hair stylists. It is estimated that all of 
these jobs, due to their nature and the limitation of 
current AI capacities, are unlikely to be replaced by AI 
automation in the near and foreseeable future.

Nevertheless, it would be a mistake to take the 
“Safe Zone” as an “No-Action Zone” from a policy 
perspective. Job disruption policy should adopt a 
balanced, two-way approach to help those at a high 
risk of job replacement. This policy should also expand 
job opportunities and enhance the performance of 
people in the low-risk zone by upgrading their AI 
capacities. This should be the path leading to the 
overall goal of “AI for Social Good” and “AI for All” 
to benefit and empower all members of society. 
Although people with jobs in the “Safe Zone” quadrant 
face a much lower risk of losing their positions to 
AI, this does not exclude them from benefiting from 
AI itself. In this regard, workers and professionals in 
the “Safe Zone” should also be offered AI knowledge 
and skills through policy responses so that they can 
delegate more of their routine tasks to AI and fully 
concentrate on areas and duties in which they out-
perform AI. In the meantime, many professionals 

and staff in this quadrant are themselves leaders 
and changemakers in companies, governments, and 
non-profit organizations who can provide leadership 
and foresight in the development and adoption of AI 
in society through sectoral collaboration and other 
cooperative and engagement platforms. 

Job Disruption and the Generic Approach

Understanding the impact of job disruption 
should be a critical step towards formulating 
effective and appropriate policy responses. In this 
connection, some common misunderstandings and 
misperceptions about the effects of job disruption 
should be addressed here. First, job disruption 
impacts both physical and cognitive labor. All the 
above examples under each quadrant are taken from 
Lee’s book “AI Super-Powers” (2018), which includes 
the jobs of both classifications. While there are 
debates and controversies about the suitability and 
correctness of each example, Lee’s typology provides 
a useful framework for concretely and analytically 
understanding the effect of AI on the job market 
for providing a rigorous and scientifically based 
estimation of the effect on job loss, job elimination, 
and job disruption in the era of AI. 

Figure 4: Change of jobs by skill level (low, middle, high) in OECD countries (1995-2015)
(Source: OECD Employment Outlook 2017)
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A second common misperception is that AI automaton 
would only replace low-skilled jobs. Since cognitive 
labor is also at risk under AI automation, it is simply 
an oversimplification and is untrue. As shown by the 
examples provided in the above discussion, high-
skilled and professional jobs such as teachers, doctors, 
and financial planners can still be replaced by AI. Skill 
level is not the most accurate and reliable indicator 
of whether a job would be disrupted by AI. It is still 
the two main factors: social intelligence and creative 
intelligence, which measure the risk of replacement. 
These two are limitations of the current technology 
of AI (Frey and Osborne, 2017), meaning that humans 
can keep their jobs as long as they can out-perform AI 
in terms of capacities and cost. To further substantiate 
this point (see Figure 4), between 1995 and 2015, 
middle-skill jobs were “disappearing”, leading to a 
notable and intriguing situation of job polarization 
in the employment market in OECD countries. The 
average decrease of OECD countries in middle-skill 
jobs during this ten-year period was about negative 
10%. In contrast, both low-skilled and high-skilled jobs 
have grown by about 2% and 7%, respectively. 

The above numbers should be considered together 
with the change in manufacturing and non-
manufacturing employment in OECD countries in the 
same period. Figure 5 shows significant shrinking of 
the manufacturing sector in many industries when 
there was remarkable growth elsewhere, such as the 
service industry. According to OECD (2019b), between 
1995 and 2015, employment in the manufacturing 
sector declined by 20%, while increasing by 27% 
in the service sector. For example, employment 
in hotels and restaurants increased by over 40% 
and rose by about 20% in finance and insurance. 
After interpreting these figures, there are some key 
messages to take into consideration. First, most of 
the manufacturing jobs belong to the “Danger Zone” 
quadrant, which would explain their massive decline 
as a result of AI automation. Despite the fact that jobs 
are disappearing in this quadrant, new opportunities 
are being generated in other quadrants such as 
“Human Sheer” and “Safe Zone”. This is why the non-
manufacturing and service sectors are showing strong 
and robust growth, as many new jobs created belong 
to the other three quadrants. 

Figure 5: The decline of the manufacturing sector in total  
employment within industry in OECD countries (1995-2015)
(Source: OECD The Furure of Work 2019)
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Recognizing a number of misperceptions, a more 
discerning and cautionary approach should be 
adopted in translating the findings of job disruption 
into policy implications. Even if employment can 
have a net and overall increase, there can be policy 
problems at both personal and country levels. For 
individuals, the government should offer re-skilling 
and re-training opportunities. At a country level, the 
government should invest heavily and strategically in 
AI infrastructure in order to build a labor force with AI 
knowledge and skills. When new job opportunities are 
created by AI, there is no guarantee that those jobs 
would necessarily be available in the country where the 
old positions were eliminated. New job opportunities 
pushed by AI can be created in  
advanced and developed countries, as poor and 
developing countries would likely suffer from huge  
job losses as a result of AI automation. 

For this reason, without proper policies, AI automation 
can generate more inequities among individuals 
within society and internationally. In a free and global 
market, jobs and investment can move across national 
boundaries so that both individuals and countries can 
be AI-ready before receiving the benefits of AI (OECD, 
2019b; World Economic Forum, 2018). This also 
reminds us of the importance and relevancy of context 
in assessing the impact of technology upgrades for 
any particular country (Kang & Francisco, 2019).  
For a country with poor AI infrastructure and low 
readiness of AI workforce, the rise of AI could 
potentially be devastating. This could cause a large-
scale elimination of jobs as a result of AI, while new 
opportunities would be outflowed to other countries 
with a higher AI advantage. 

While job loss and elimination under AI is inevitable, it 
can represent a “creative destruction” of the job market, 
as technology evolves and makes progress to create a 
brighter future for humankind (Schumpeter, 1942). Lee 
(2018) also gives a generally positive view of the future 
in which AI and humans can coexist in the labor market. 
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Figure 6: Human – AI co-existence in the labor market 
(Source: Lee (2018))

As shown in Figure 6, the only quadrant in which the 
co-existence of humans and AI is not possible is the 
“Danger Zone”. However, in the other three quadrants, 
AI and humans can co-exist and reinforce each other in 
different modes and combinations in order to enhance 
performance and outcomes.

To address the disruptive impact of AI on the job 
market, a generic “3R” approach has been developed: 
Reduce, Redistribute, and Retrain (Lee 2018). With 
regards to “Reduce,” automation in the “Danger Zone” 
would reduce the working hours of many people. 
That said, people would work less but still enjoy the 
same standard of living. It is a symbol of the progress 
and prosperity of society in which AI provides more 
comfort and affluence. In principle, we can use 
redistribution, through means such as taxation and 
public expenditure, to shift resources from those who 
are still working (with higher performance) to those 
whose jobs have been replaced by AI. At the same 
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time, if there are still people who would like to stay in 
the job market, they can be “Retrained” (the third “R”) 
to pick up the skills and knowledge required in the AI 
era (World Economic Forum, 2018).

The typology by Lee is consistent with and 
complementary to the other frameworks set up for 
evaluating the impact of AI on job disruption. Frey 
and Osborne (2017) have identified three types of 
tasks which cannot be easily replaced by AI and 
automation: perception and manipulation tasks, 
creative intelligence tasks, and social intelligence 
tasks. These three sets of tasks create serious 
challenges for codification and have been known 
as “engineering bottlenecks.” Perception and 
manipulation tasks refer to tasks that are performed 
in unstructured, complex situations and handling 
irregular objects such as operating in cramped work 
spaces. “Creative intelligence tasks” refer to tasks that 
require original ideas. “Social intelligence tasks” need 
the understanding of other people’s reactions in social 
contexts, or require assisting and caring for others. 

Acemoglu and Autor (2011) have developed a helpful 
framework for assessing the impact of AI on wages 
and employment. Essentially, they divide technologies 
into two major types: enabling technologies and 
replacing technologies. Enabling technologies would 
help to expand the productivity of labor and therefore 
increase wages and job opportunities. Replacing 
technologies, such as manufacturing robots, would 
allow machines to be substituted for labor, which 
would result in jobs losses and wage reductions. From 
a standpoint of the whole society, both technologies 
are important to its progress. Yet, in formulating a 
labor and employment policy, the desirable direction 
should be to train an AI-competent labor force to work 
and rise with technologies to allow workers to benefit 
from the enabling technologies. This idea follows the 
guiding principle of “rise with AI, not race with it” (World 
Bank, 2018). Directing the labor force to compete 
with robots and AI in tasks related to replacing 

technologies would only be a fatal, counter-productive, 
and irrational strategy (Kang and Francisco, 2017). 

The Policy Framework: Responses and
Enabling Factors

When we consider the 3Rs in real-world settings, 
with real politics and policies, the situation would be 
much more complicated (Howlett & Ramesh, 1998; 
Kingdon, 1984; Lindblom, 2004). Many difficulties and 
obstacles would be encountered in addressing the 
impacts of technology such as AI on the job market in 
the complex and dynamic political environment (Ferro, 
et. al., 2013; Kitchin, 2014). For example, many people 
with jobs in the “Danger Zone” are believed to belong 
to the poor, older, and less educated segment of the 
population. For them, “retrain” and “redistribute” may 
not be preferable or politically feasible. Since they are 
old and less educated, re-training may not be realistic 
or affordable for them. In addition, poor people are 
often under-represented in politics, hence it would be 
unlikely for them to influence the government to have 
a re-distribution policy to compensate for job losses 
caused by AI and fund them for re-training programs. 
Resources used for redistribution must be generated 
from certain sources, such as those already benefiting 
from AI technology. However, companies and people 
profiting from AI are generally believed to be rich and 
powerful. It is therefore politically difficult to tax them 
in order to generate new resources to compensate 
those who would need help and assistance in adapting 
to the AI era.  

To conclude, the 3Rs are an underestimation of the 
complexity and an oversimplification of the difficulties 
in the real-world policymaking process. Importantly, a 
well-developed and comprehensive framework does 
not exist, and therefore the 3Rs cannot be translated 
into effective and actionable policy responses. We also 
argue that 4Rs (i.e., “Rethink” as the fourth R) may be 
required in order to develop proper policy responses to 
address the challenges of AI.
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Figure 7: Job disruption and policy responses
(Source: Lee (2019) and Author)

Figure 7, Table 1, and Table 2 represent some of the 
initial but major efforts to set up a policy framework 
to address the policy issues and problems of AI on the 
job market. Figure 7 shows the major mode of policy 
response under each quadrant of job disruption. This 
does not exclude the possibility that there are many 
other complementary and compatible responses in 
each quadrant. However, the major mode represents 
the crux of the issues and concerns regarding the 
nature of the job category in the quadrant which 
should receive the most attention from policymakers. 

Universal Basic Income (UBI) should be the major 
mode of policy when addressing the “Danger Zone”. 
Even if these workers can take up new jobs in other 
quadrants after re-training and re-skilling, UBI should 
also be needed during the re-training period to 
support their lives and maintain their income. For the 
vulnerable population in the “Danger Zone”, of which 
re-training and re-skilling would be less feasible due 

to age, education, and other limiting factors such as 
health issues, UBI should become a long-term and 
stable source of income. In fact, this is closer to the 
original ideal of UBI in which all members of society 
should be unconditionally guaranteed a basic level of 
income, as AI should give rise to a rich society and 
provide a better quality of living for everyone.

Re-training is the key policy direction for both 
“Human Veneer” and “Slow Creep”. That said, there 
is a subtle but important difference between the 
policy responses of the two. While the re-training in 
“Human Veneer” represents how to make humans 
more people-oriented, the re-training in “Slow Creep” 
should place more emphasis on enhancing the human 
capacity in mastering AI. This will enable them to be 
more creative and perform better at human functions 
and capacities that are unattainable by AI. In sum, re-
training is more “human-oriented” in “Human Veneer” 
but should be more “technology-oriented” in “Slow 
Creep”. It is untrue that the government has no role 
to play in the last quadrant of the “Safe Zone”. To 
push AI technology forward and make sure it benefits 
future society, a partnership and collaboration among 
different sectors including governments, NGOs, 
universities, and industries, should be formed in order 
to lead the future development and application of AI 
technologies, rather than reacting to them passively. 

Table 1 examines the impact of AI job disruption 
and policy responses by identifying the challenges 
and difficulties by type of job disruption and major 
policy mode. For example, it is expected that there 
would be significant problems regarding the politics 
of readjustment, transformation, and redistribution 
from vested interests after adopting innovative (but 
also controversial) policies such as UBI (Haggard, 
1990; Polidano, 2001; Przeworski, & Limongi, 1993; 
Rodrik, 1992). Interest groups are powerful, and their 
rent-seeking activities often prevent the adoption of 
new technologies and slow down the progress and 
development of societies (Evans 1995; Johnson 1982; 
Kruger, 1974; Olson, 1982). 
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Types of Disruption  
(ranked in terms of time 
urgency) 

Policy Responses Politics and Challenges

Danger Zone  
(Reduce and 
Redistribute)

• Universal Basic Income (UBI)
• Taxing AI and analysis of vulnerable 

population

• Politics of adjustment and 
transformation (sectoral vested 
interests)

• Politics of redistribution

Human Veneer 
(Retrain)

• Retraining and education (social 
intelligence)

• Life-long education (long-term 
education contract)

• Government partnerships with 
universities

• Reforming curriculum to eliminate 
the wall and divide between AI and 
human dimensions

Slow Creep (Retrain) • Retraining and education (making 
humans more AI-equipped)

• Life-long education (long-term 
education contract)

• Reforming curriculum to eliminate 
the wall and divide between AI and 
human dimensions

• Government partnerships with 
universities

Safe Zone (Rethink) • Exploring the opportunities, potential, 
and threats of AI

• Providing foresight and leadership

• Collaboration between multiple 
sectors (universities, governments, 
and industries)

• Balancing multiple and competing 
values in the process (including profit 
vs. social good)

Table 1: Policy and challenges in AI and job disruption
(Source: Author)

As seen in Table 1, the changes required do not 
necessarily relate only to politics and institutional 
change; the change of role and mindset are equally 
as important. In this regard, universities play an 
irreplaceable role in leading AI technology and the 
creation of a knowledge-based learning society (Asia 
Development Bank, 2018; Florida, 2002). One of the 
major aspects, which requires a new mindset and 
fresh perspective, includes taking university education 
as a long-term contract between universities and 
citizens rather than a four-year commitment. 
“Students” are expected to return to campus much 

more frequently than before for training and education 
as new technologies arise. Besides, the wall and 
divide separating the boundary between human-
centric liberal arts education and the technology-
based STEM education should no longer be relevant 
and sensible in a world of AI. Critical revamping and 
radical restructuring of the curriculum in universities 
would be necessary to integrate the two into a single, 
coherent body of knowledge and skills to enable the 
new generation to be fully-equipped for the challenge 
and impact of AI (Tam, 2019; Yahya, 2019). 
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Enabling Factors Environment and Context 

Domestic level • Transparency and accountability in governance
• Participation and inclusive governance
• Fairness and justice in distribution and re-distribution 
• Top-level government commitment
• Interagency task force
• Mechanisms for collaboration across sectors
• A knowledge-based learning society
• Active sector of university education
• Platform for learning and communication across universities, industries, 

society, and the government

Human Veneer (Retrain) • A reliable and trustworthy international organization for learning and 
knowledge diffusion

• A regulation and enforcement framework on basic principles of AI
• International advice and support to eliminate the gap of “AI divide” 

between AI-rich and AI-poor countries 

Table 2: Enabling factors – domestic and international levels
(Source: Author)

Table 2 identifies the enabling factors for generating 
the policy responses in Table 1, and these factors 
are consistent with the major principles of good 
governance in the relevant studies and literature 
(Anderson, 2015; Cairney, 2016; Cath, 2018; Painter & 
Pierre, 2005). These factors can be divided into two 
major levels: domestic level and international level. 
At the domestic level, transparency, accountability, 
and participation should be some of the key elements 
in the public administration apparatus and decision-
making process for formulating the effective and 
appropriate policy responses to AI job disruption. 
There should also be an inclusive and open process 
to ensure the involvement of all major stakeholders 
and actors in making all important policies. It would 
ascertain that the policy solutions are comprehensive 
and broadly supported for the welfare and benefit of all 
members of society, regardless of their political status 
and economic wealth. To facilitate the communication 
and collaboration of all actors and participants, a 
cross-sectoral platform should also be set up as the 
nexus of interaction and policymaking.  

At the international level, organizations such as the 
United Nations (UN) and OECD should take the lead 
in major areas and capacities. Despite that, concrete 
and specific policy decisions should be conducted 
at the country level to respect its sovereignty while 
enabling it to design solutions that best fit its 
context (Welch & Wong, 1998). Despite this situation, 
international organizations and authorities can still 
make an outstanding and significant contribution 
to learning and knowledge diffusion by becoming a 
major hub of international AI cooperation (Straub, 
2009). There should also be a key role for them 
to take up in establishing a regulatory framework 
on the basic principles of AI. If there is any area in 
which international organizations should have a 
more direct and close partnership with countries, 
it would be to provide resources and support to 
developing countries, which are most vulnerable to 
AI job disruption. Eliminating huge and detrimental 
international inequalities, the “AI divide” between AI-
rich and AI-poor countries, should be a new and 
fundamental mission of international organizations in 
the AI era.
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PART II: Policy in Action – National AI Strategies

The Survey

To assess the extent to which AI policy of job 
disruption is considered by major countries around 
the world, the second part of this paper conducts a 
survey of national AI strategies. The following major 
research and policy questions will be examined in 
this study. First, it attempts to find out if the impact of 
AI is being seriously considered at the country level, 
which can be easily reflected by whether or not the 
country has produced any open national document 
on AI strategy. If an AI strategy document exists, 
we would further examine its content and major 
initiatives, particularly the role of state and market 
in developing AI technology. In this regard, there are 
several possibilities and combinations: AI policy led 
by government, AI policy led by market, or AI policy 
led by a coalition of both government and market—a 
hybrid type of governance. Since the general goal of 
the market is profit-making, it is unlikely that a national 
AI strategy led mainly by it would be fair and equitable. 
With this in mind, we would also like to discover if 
equity and social protection are among the key areas 
emphasized in the national strategies. If so, what is 
the policy position and solutions that the country has 
raised in addressing these issues and concerns. 

As an increasing number of countries prepare for 
the socio-economic transformation generated 
by AI, strategic documents are issued at various 
levels, crystallizing and encapsulating the vision and 
perspectives of top policymakers. A wide array of 
working group papers, consultations, guidelines, and 
reports precede and inform the design of a national 
strategy, but our analysis primarily focuses on the 
governmental strategies or national programs in their 
final form. These national AI strategy documents 
represent the policy consensus that are carefully-
worded, influential, and committed. As a result, non-
national AI strategy documents issued by non-
state actors have not been included in this study. 
Preliminary, discussion, and consultation national 
documents on AI were also not selected, as they 
reflect more on “work-in-progress” or “initial thinking” 
than an adopted national policy position on AI. The 

documents selected should also be dedicated to AI 
exclusively, as opposed to AI being listed together 
with other digital and ICT technologies. As the policy 
issue and concern is our center of attention, progress 
reports following up on national AI strategies have 
not been included in the study. These documents do 
not include new policy positions and mostly cover 
technical tools and the implementation details of these 
strategies. Furthermore, because the focus and scope 
of analysis of our study is national governments, 
documents issued by international organizations such 
as the UN, EU, and OECD have not been included. 
Despite this decision, the major content of relevant 
AI documents from these international organizations 
will still be summarized as a reference in the following 
sections.

This study follows a two-step methodological 
approach. First, starting from a comprehensive 
list of all national strategies complied from online 
research, all those which have an English version are 
selected according to our criteria stated above. The 
earliest AI national strategy document released is 
produced by South Korea, which can be dated back 
to as early as April 2016. The latest one included in 
the analysis is the National AI Strategy of Singapore, 
which was published in November 2019. After our 
selection, the national AI strategies will be analyzed in 
accordance with our research questions. A total of 15 
documents by 12 countries were identified, collected, 
and analyzed (see Table 3). It should be noted that 
the actual number of documents would be much 
higher if some of our selection criteria was released. 
Because countries will continue to produce AI strategy 
documents, no list of such documents would be 
exhaustive. Since national AI strategy documents 
are a major policy communication tool for citizens, 
international partners, and stakeholders, we are 
confident that our study has included many important 
documents. They should also provide a representative 
sample of the state of AI national strategies for most 
countries throughout the world.

AI and the Future of Work: A Policy Framework for Transforming Job Disruption into Social Good for All

257



Date Name of strategy Country

April 2016 AI Information Industry Development Strategy South Korea

October 2016 The National Artificial Intelligent Research and Development 
Strategic Plan

United States

March 2017 Pan-Canadian AI Strategy Canada

May 2017 AI Program Finland 

May 2017 AI Technology Strategy Japan 

July 2017 Next Generation AI Development Plan China

March 2018 AI Sector Deal United Kingdom

March 2018 AI for Humanity France

May 2018 National Approach to AI Sweden

November 2018 Federal Government’s AI Strategy Germany

February 2019 Executive Order on Maintaining American Leadership in AI;  
and  American AI Initiative 

United States

May 2019 Beijing AI Principles China

June 2019 The National Artificial Intelligent Research and Development 
Strategic Plans: 2019 Update

United States

October 2019 On the Development of AI in the Russian Federation Russia 

November 2019 National AI Strategy Singapore

Table 3: National AI strategies included in the analysis 
(Source: Author)

Using qualitative content analysis and comparative 
methods, the national AI strategies of Canada, China, 
Finland, France, Germany, Japan, Russia, Singapore, 
South Korea, Sweden, the United Kingdom, and the 
United States have been assessed to unveil their 
articulation of AI and its impact. This also includes 
their country-level policy responses to job disruption 

caused by AI automation. The analysis is driven by 
theoretical insights from the governance and ICT 
literature (Fountain, 2001; Norris, 2012; Wong, et. al., 
2006), and thus should contribute to the current policy 
discussions by conceptually structuring the debates 
and offering a critical perspective of AI governance 
and the future of work.
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The AI Governance Landscape: Major Themes and Principles

AI has become a key focus of both national and 
international strategies, as their documents have been 
produced by individual countries and international 
organizations which are open to the public. For the 
latter, OECD published its “OECD Principles on AI” 
document in May 2019 and the EU released its “White 
Paper on Artificial Intelligence” in February 2020. 
Since international organizations generally have no 
jurisdiction over its member countries, their AI strategy 
documents tend to be guiding documents and a 
commitment to collaboration beyond state borders. 
They usually stand for agreement about continuing 
discussions on AI R&D and promoting cooperation to 
reach a human-centered AI society as well as reducing 
the risks of AI. They also include non-binding, principle-
driven commitments that frame the international 
debate, highlighting the need to work together in order 
to remain competitive in AI. 

The two recent documents by OECD and the EU 
provide excellent examples of the major points and 
observations above. In “OCED AI Principles”, two of 
its five major principles are: “AI should benefit people 
and the planet by driving inclusive growth, sustainable 
development and well-being”, and “AI systems should 
be designed in a way that respects the rule of law, 
human rights, democratic values and diversity, 
and they should include appropriate safeguards—
for example, enabling human intervention where 
necessary—to ensure a fair and just society”. Similar 
statements, declarations, and principles have also 
been made by the EU. In the EU “White Paper on AI”, 
shares and promotes the EU’s vision of the benefits 
of AI to citizens, businesses, and public interest. For 
citizens, the EU believes that they should be able “to 
reap new benefits for example improved health care, 
fewer breakdowns of household machinery, safer 
and cleaner transport systems, better, and more 
accountable public services”. In respect of public 
interest, the EU expects better and more efficient 
public services: “for services of public interest, for 
example by reducing the costs of providing services 
(transport, education, energy and waste management), 
by improving the sustainability of products and 

by equipping law enforcement authorities with 
appropriate tools to ensure the security of citizens, 
with proper safeguards to respect their rights and 
freedoms.” 

National strategies, on the other hand, tend to be 
dominant, prescriptive approaches. They are unifying 
governmental documents that outline directions and 
priorities for domestic efforts and the allocation of 
resources. In some cases, they may apply to different 
levels of government in an uncoordinated manner, 
such as in the US. AI has generated an unprecedented 
number of national strategies and frameworks in 
a relatively short period of time. Although the field 
of AI can be dated back to the 1950s, the current 
development of AI strategy and regulation closely 
mirrors those of the Internet (Radu, 2019). This 
similarity can be linked to the fact that the Internet 
remains a key vehicle for “feeding” AI devices and for 
real-time experimentation with large amounts of data 
(Schonberger & Cukier, 2013). 

It is not difficult to understand the background for 
the sudden surge of national AI strategies in recent 
years. Widely recognized as a disruptive technology 
(Bower & Christensen, 1995), AI is at the center of 
societal transformation, technology innovation, risk 
assessment, and governance debates. The ubiquity 
and extensive applications of AI corresponds with 
the focus of attention in AI discussions, which ranges 
from designing efficient systems and ensuring 
competitiveness to constructing ethical frameworks, 
risks assessment, legal responsibility, and certainly the 
impact on the human labor market and job disruption 
as AI advances. 

With reference to the first research question in our 
study, the findings of our study are both striking 
and alarming. The number of countries which have 
national AI strategies (as defined by our selection 
criteria) are much fewer than expected—only 12 to 
be exact. In the UN membership, there are currently 
a total of 195 countries. This means that only 6% of 
them have a formal and well-articulated national AI 
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strategy to take advantage of AI and cope with its 
potentially negative impact; these figures cast doubt 
on their readiness for AI. 

It is not only a small number of countries which 
causes concern here. The type of countries with or 
without a national AI strategy is worth discussing. A 
gap can also be found between the early adopters 
of AI strategies and countries which are still in the 
process of drafting a national policy. The first tend 
to be AI leaders and developed countries (e.g., the 
US, Germany, Japan, and South Korea), rather than 
developing countries (e.g., Laos, Nepal, Nigeria, 
and Myanmar). This validates and confirms the 
existence of an “AI divide” on a global scale. Out of 
the 12 countries in our survey, only China may still 
be considered as a developing country. However, this 
nation is clearly an exception rather than the norm 
given its economic power and international influence. 
A closer look at China would reveal that it is not a 
developing country from a typical sense, as it has 
attained the standard of many developed countries in 
terms of many major aspects, such as research and 
technology, and is a rising global power. 

Since AI would impact both developed and developing 
countries, the poor preparation and low readiness of 
developing countries for AI automation should be a 
priority for the global policy agenda. Without proper 
policy responses at both country and international 

levels, it can be predicted that there would be a 
global AI-divide between developed and developing 
countries. There is a “race to the top” among AI-rich 
countries, but a “race to the bottom” among AI-poor 
countries. These two concurrent and parallel global 
races will eventually converge and quickly degenerate 
into enormous economic and social inequalities 
across countries.  Similar gaps, such as the digital 
divide, have been observed from the differences in 
rates of progress, diffusion, and adoption of new 
technologies (Ake, 2001; Wong & Welch, 2004; Welch, 
Hinnant & Moon, 2005). They essentially reflect the 
contextual and institutional factors of the countries 
rather than the technical content and nature of the 
technology itself (Haque, 1996; Fountain, 2001; North, 
1990; Painter & Pierre, 2005; Pollitt & Bouckaert, 2011; 
Wong, 2013).

The need for international cooperation is recognized 
by the majority of countries. Among EU member 
states, there is coherence around the perceived 
regional influence and work conducted at the 
supra-national level. Surprisingly, the relationship 
with developing countries is rarely mentioned. One 
exception is Germany, whose national strategy “Federal 
Government’s Artificial Intelligence Strategy” has an 
action point to build up capacities and knowledge 
about AI in developing countries to promote economic 
cooperation and utilize economic and social 
opportunities.
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Highlights of major principles and objectives in the national strategies

Country Major Principles and Objectives 

South Korea • Foster an intelligent information society on the basis of public-private partnership, 
with businesses and citizens playing leading roles and the government and research 
community providing support.

• Devise and implement a balanced policy regime that encompasses technologies, 
industries, and society and shapes the development of a more humane society.

• Provide strategic support for the prompt securement of the rights and access to 
Intelligent IT and other related resources to ensure and foster industrial competitiveness 
in advance.

• Reform policies and expand the social security net on the basis of social consensuses.

United States Strategy 1: Make long-term investments in AI research 
Strategy 2: Develop effective methods for human-AI collaboration 
Strategy 3: Understand and address the ethical, legal, and societal implications of AI
Strategy 4: Ensure the safety and security of AI systems 
Strategy 5: Develop shared public datasets and environments for AI training and testing
Strategy 6: Measure and evaluate AI technologies through benchmarks and standards
Strategy 7: Better understand the national AI R&D workforce needs 
Strategy 8: Expand public-private partnerships in AI to accelerate advances in AI

Canada The strategy has five major goals: 
• Build a critical mass of talent within existing geographic areas of research excellence 
• Increase the number of outstanding faculty in deep AI nationwide 
• Dramatically increase the number of Canadian graduate and undergraduate students 

being trained in deep AI 
• Create national programs that build a pan-Canadian AI community 
• Position Canada as scientific leaders in AI research, and build on this science to ensure 

continuing prosperity and progress for all Canadians 

Finland Eleven key actions:
1. Enhance business competitiveness through the use of AI
2. Effectively utilize data in all sectors
3. Ensure that AI can be adopted more quickly and easily
4. Ensure top-level expertise and attract top experts
5. Make bold decisions and investments
6. Build the world’s best public services
7. Establish new models for collaboration
8. Make Finland a frontrunner in the age of AI
9. Prepare for AI to change the nature of work
10. Steer AI development into a trust-based, human-centric direction
11. Prepare for security challenges

Table 4: Highlights of major principles and objectives in the national strategies
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Japan Basic Philosophies:
• Human-centered society
• Share guidelines as non-binding soft law with stakeholders internationally
• Ensure balance of benefits and risks
• Avoid hindering technologies or imposing excessive burdens on developers 

9 Principles:
• Principle of collaboration                         • Principle of transparency
• Principle of controllability                         • Principle of safety
• Principle of security                                   • Principle of privacy
• Principle of user assistance                    • Principle of accountability
• Principle of ethics (respect human dignity and individual autonomy)

China Beijing AI principles:
• The R&D of AI should observe the following principles:  

do good; for humanity; be responsible; control risks; be ethical; be diverse and inclusive; 
open and share 

• The use of AI should observe the following principles:  
use wisely and properly; informed-consent; education and training

• The governance of AI should observe the following principles: 
optimizing employment; harmony and cooperation: adaptation and moderation; 
subdivision and implementation; long-term planning

United 
Kingdom

Five Foundations
• Ideas - the world’s most innovative economy
• People - good jobs and greater earning power for all
• Infrastructure - a major upgrade to the UK’s infrastructure
• Business environment - the best place to start and grow a business
• Places - prosperous communities across the UK

Four Grand Challenges
• AI and Data Economy - We will put the UK at the forefront of the AI and data revolution
• Future of Mobility - We will become a world leader in the way people, goods and services 

move
• Clean Growth - We will maximize the advantages for UK industry from the global shift to 

clean growth
• Ageing Society - We will harness the power of innovation to help meet the needs of an 

ageing society

France Primary themes: 
1. Developing an aggressive data policy [to improve access to big data]; 
2. Targeting four strategic sectors [healthcare, environment, transport, and defense];
3. Boosting the potential of French research [and investing in talent]; 
4. Planning for the impact of AI on labor;
5. Making AI more environmentally friendly;
6. Opening up the black boxes of AI; and 
7. Ensuring that AI supports inclusivity and diversity.

(Cont.) Table 4: Highlights of major principles and objectives in the national strategies
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Sweden The government’s goals are to develop standards and principles – while acknowledging 
existing national and international regulations and norms – for ethical, sustainable, and 
safe AI; to continue to improve digital infrastructure to leverage opportunities in AI; to 
increase access to data; and to play an active role in the EU’s digitization efforts.

Germany The strategy pursues the following three objectives:
1. Making Germany and Europe global leaders on the development and use of AI 

technologies and securing Germany’s competitiveness in the future;
2. Safeguarding the responsible development and use of AI which serves the good of 

society; and
3. Integrating AI in society in ethical, legal, cultural, and institutional terms in the context 

of a broad societal dialogue and active political measures.

Russia Basic Principles of the Development and Use of AI Technologies: 
a) The protection of human rights and liberties
b) Security
c) Transparency 
d) Technological sovereignty
e) Innovation cycle integrity
f) Reasonable thrift
g) Support for competition

Singapore This strategy serves three purposes:
1. Identify areas to focus attention and resources at a national level. 
2. Set out how governments, companies, and researchers can work together to realize the 

positive impact of AI. 
3. Address areas where attention is needed to manage change and/or manage new 

forms of risks that arise when AI becomes more pervasive.

Vision: 
By 2030, Singapore will be a leader in developing and deploying scalable, impactful AI 
solutions, in key sectors of high value and relevance to our citizens and businesses (Smart 
Nation).

Approach:
1. Emphasize deployment 
2. Focus on key sectors
3. Strengthen the AI Deployment Loop
4. Adopt a human-centric approach

(Cont.) Table 4: Highlights of major principles and objectives in the national strategies
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The major content of exemplary national AI 
documents is summarized in Table 4. The strategies 
analyzed here vary in scope and length, ranging from 
visions of development in the sector to full-fledged 
industrial strategies or comprehensive, all-sector 
approaches. Withstanding these minor differences, 
in general, there is a strong market orientation as the 
private sector traditionally takes the lead in AI research 
and development. For example, one of the major 
AI strategies of the US is to “expand public-private 
partnerships in AI to accelerate advances in AI”. There 
is also an overwhelming and implicit assumption 
underlying all of these documents, which is the ability 
of AI to generate net positive social benefits. They 
also focus mostly on economic growth, national 
competitiveness and research, and investment. For 
the US, their number one strategy is to make long-term 
investments in AI research. In the same vein, Canada’s 
top goal is to “build a critical mass of talent within 
existing geographic areas of research excellence.” In 
the UK, a key national strategy for AI is transforming 
itself into “the world’s most innovative economy.” 
Unfortunately, equity and social protection is clearly 
not a significant topic in these national AI strategies, 
which seems quite alarming.

Global politics and international competition are major 
factors driving the increase in national AI strategies. 
The “global AI race” is often linked to the “great powers” 
discourse, which includes countries such as the US, 
Russia, and China, who are constantly competing for 
global dominance and supremacy (Lee, 2018). Apart 
from prevailing global powers, other major countries 
are eager to join the AI race. There is often a co-
existence of a dual image in the documents—technical 
and political. On one hand, AI is presented in technical 
languages as relying on neutral networks modelling 
to mathematically analyze huge amounts of data 
for scientific and industrial revolutions. Politically, AI 

development is considered crucial for the new race to 
the top among powerful nations. For instance, Canada 
would like to position itself as “a scientific leader 
in artificial intelligence research, and build on this 
science to ensure continuing prosperity and progress 
for all Canadians.” For Germany, using its AI strategy, it 
pursues the objective of “making Germany and Europe 
global leaders on the development and use of AI 
technologies and securing Germany’s competitiveness 
in the future.” For France, one of its primary themes 
of AI strategy is “developing an aggressive data 
policy to improve access to big data.” For the UK, its 
government aims to put the country “at the forefront 
of the artificial intelligence and data revolution.”

National strategies are the first crucial step towards 
setting up a policy direction for AI. Their construction, 
articulation, production, and presentation in the 
public domain is a powerful political statement and a 
demonstration of national pride and supremacy.  All 
major countries have the ambition of becoming the 
world leaders of this technology. Furthermore, some 
countries, such as China, have even taken a further 
step by highlighting their intention to drive the global 
governance of AI. From a historical perspective, the 
centrality of the nation state in AI debates is rather new 
(Radu, 2019). While international relations scholars 
have long reflected on the networked aspect of 
governance, where the state can be an orchestrator or 
partner, AI discourse at the national level brings forward 
a new dimension of state involvement in emerging 
technology regulation, which is in line with recent 
efforts to command control over strategic areas. 

The Missing Piece: Equity and Social Protection

Whilst national AI strategies focus primarily on 
economic growth, national competitiveness, and 
research and development, equity and social 
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protection is an important missing piece. It has never 
been a major topic or focus in the national AI strategy 
documents surveyed, and in some cases, it was 
simply ignored or forgotten. For example, no country 
has raised the idea of UBI, and social policy and re-
distribution was not a key topic in any of the national 
AI strategy documents reviewed. Overall, social policy 
and readjustment in welfare programs do not seem 
to be the main concern. The job disruption problem 
is generally understood and framed as a re-training 
problem. It is also assumed that if significant wealth 
can be generated from AI development, there would 
be sufficient resources to handle other problems 
generated subsequently and naturally.

The mode and role of national AI strategy should be 
one of the main elements to reinforce the negligence 
and inattentiveness of equity and social protection for 
AI automation and job disruption. In most countries, 
hybrid governance—an alliance between government 
and market—is the primary driver of AI strategy for 
economic growth and national competitiveness. As 
reflected by the priorities of national AI strategy, the 
most urgent and primary concern of most countries is 
joining the private sector in the AI race to avoid being 
overtaken by other countries. With the market as the 
major partner, it is unlikely that a national AI strategy 
would result in a fair and equitable society. 

In effect, AI governance is highly dominated by 
corporate interests. Overall, AI R&D continues to 
be driven by multinationals with headquarters 
concentrated in a few countries, while policy directions 
appear to be more reactive than anticipatory. From the 
patenting behavior of the largest companies between 
2012 and 2014, the overwhelming majority (93%) of 

AI patents were registered in Japan (33%), Republic of 
Korea (20%), USA (18%), Taiwan, China (8%), Germany 
(3%), and France (2%) (UNESCO, 2014). In international 
patent applications, China came second after the 
US last year (WIPO, 2018). A few companies from 
these two countries also have the largest AI research 
investments and development of standards, which has 
been further integrated in their products and services.

In consistency with the above trend, it is also 
common for the state to work alongside companies 
for financial investments in R&D. For example, the 
Canadian strategy focuses exclusively on research 
leadership and points to the use of government 
investment as a catalyst for investments from other 
levels of government and from the private sector. 
Following a similar approach, the UK and Germany 
mentioned export support for innovative AI and data 
businesses, as well as specific programs to attract 
such companies to establish headquarters on their 
territory, in addition to the use of trade missions 
abroad for their promotion. Moreover, the continuing 
interest and involvement of private actors is visible in 
the composition of oversight bodies or organizations 
driving the AI policy mandates, while nonprofit 
organizations and rights groups tend not to be equally 
well-represented (e.g., the UK and Canada).

Under the heavy influence of market ideology and the 
chief orientation on economic growth and national 
competitiveness, there is a strong tendency of using 
re-training and education in lieu of social policy and re-
distribution in national AI strategies. The derived lack 
of serious concern and in-depth discussion on AI job 
disruption and the related remedial policies can be 
seen by examples shown in Table 5. 
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Examples of explicit wording regarding education and social protection (if any) in national strategies

Country Examples  

South Korea “Policy objective: Reform and tailor education, employment, and welfare services in 
response to changes in order to ensure that all citizens are able to enjoy the benefits of 
the intelligent information society.”

“Foster and educate active workers capable of leading the intelligent information society 
based on their creativity and emotional intelligence. Ensure opportunities for a decent 
and humane standard of living by supporting the re-training of personnel and improving 
the employment and welfare environments.”

United States “Attaining the needed AI R&D advances outlined in this strategy will require a sufficient 
AI R&D workforce. Nations with the strongest presence in AI R&D will establish 
leading positions in the automation of the future. They will become the frontrunners 
in competencies like algorithm creation and development; capability demonstration; 
and commercialization. Developing technical expertise will provide the basis for these 
advancements.” (The National Artificial Intelligent Research and Development Strategic 
Plan, 2016)

“The American AI Initiative is accelerating our Nation’s leadership in AI. By driving 
technological breakthroughs in AI, breaking barriers to AI innovation, preparing our 
workforce for the jobs of the future, and protecting America’s advantage in AI we are 
ensuring that AI technologies continue to improve the lives of our people, create jobs, 
reflect our Nation’s values, and keep Americans safe at home and abroad.” (The American 
AI Initiative, 2019)

“The United States must train current and future generations of American workers with 
the skills to develop and apply AI technologies to prepare them for today’s economy 
and jobs of the future.” (Executive Order on Maintaining American Leadership in Artificial 
Intelligence, 2019)

Finland “The prerequisite for the broad-based utilization of artificial intelligence is that the 
population for the most part has a command of the skills and knowledge needed for 
its application. The requirements for the age of artificial intelligence should be visible in 
study content throughout the entire education system. At the moment, it is believed that 
the importance of skills related to social intelligence will grow. 

The social security system must function flawlessly as people’s working careers become 
diversified. Transitions between paid labor and entrepreneurship should be more flexible. 
Earnings level insurances misfortune allows for risk-taking in the broad sense. On the 
other hand, comprehensive earnings security insurance inevitably involves incentive 
problems. The long-term objective should be to increase the inventiveness of both social 
and unemployment security and improve the strengths related to these.”  

Table 5: Examples of explicit wording regarding education and social protection (if any) in  
national strategies
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China Vigorously strengthen training for the labor force working in AI. Accelerate the study of how 
AI affects the employment structure, the change of employment methods and the skills 
demands of new occupations and jobs. Establish lifelong learning and employment training 
systems to meet the needs of intelligent economy and intelligent society, and support 
institutions of higher learning, vocational schools and socialization training Institutions 
to carry out AI skills training, substantially increasing the professional skills of workers to 
meet the demands of the high-quality jobs in China’s AI research. Encourage enterprises 
and organizations to provide AI skills training for employees. Strengthen re-employment 
training and guidance for workers to ensure that simple and repetitive work and the smooth 
transition of workers due to AI.” (Next Generation AI Development Plan, 2017)

“Optimizing Employment: An inclusive attitude should be taken towards the potential impact 
of AI on human employment. A cautious attitude should be taken towards the promotion 
of AI applications that may have huge impacts on human employment. Explorations 
on Human-AI coordination and new forms of work that would give full play to human 
advantages and characteristics should be encouraged.” (Beijing AI Principles, 2019)

United 
Kingdom

“People

• Establish a technical education system that rivals the best in the world to stand 
alongside our world-class higher education system

• Invest an additional £406 million in mathematics, digital and technical education, 
helping to address the shortage of science, technology, engineering and mathematics 
(STEM) skills

• Create a new National Retraining Scheme that supports people to re-skill, beginning with 
a £64 million investment for digital and construction training”

France “Human Capital 

To ensure a smooth transition towards an AI-oriented economy, a thorough 
transformation of learning paths is needed, involving both reforms to the initial education 
of upcoming generations and opportunities of vocational training and lifelong learning for 
the current and upcoming workforce. 

The AI for Humanity strategy highlights two important prerequisites for the successful 
development of human capital in AI. A first prerequisite relates to the inclusion of effective 
and compulsory digital and AI-related disciplines at all levels of the education and training 
curricula. This requires both reforms to the course content and to the teaching methods 
used. A second prerequisite is that the proposed education pathways should be free of 
any social inequality. This could be achieved by setting up incentive policies to ensure 
more diversity and to achieve more equality in participation rates, with a special attention 
to counteract any form of gender stereotyping (e.g. by incentivizing participation of 
women into digital and AI courses).”

(Cont.) Table 5: Examples of explicit wording regarding education and social protection (if any) in  
national strategies
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Sweden “Training: AI creates an increased need for life-far learning. It is therefore necessary 
with opportunities for relevant continuing education and further education by already 
professionals.”

Germany “World of work and labor market: shaping structural change:

The potential for AI to serve society as a whole lies in its promise of productivity gains 
going hand in hand with improvements for the workforce, delegating monotonous or 
dangerous tasks to machines so that human beings can focus on using their creativity 
to resolve problems. This requires a proactive approach to the design of future of work”; 
“The draft legislation wants to give employees whose jobs are at risk of becoming lost to 
technologies, those otherwise affected by structural changes, and those wishing to train 
for a profession for which is labor is scarce, an opportunity to acquire the skills they need.”

Russia “The protection of human rights and liberties: 

…ensuring the protection of the human rights and liberties guaranteed by Russian and 
international laws, including the right to work, and affording individuals the opportunity to 
obtain the knowledge and acquire the skills needed in order to successfully adapt to the 
conditions of a digital economy.”

Singapore “Adopt a human-centric approach

We will build an AI-ready population and workforce. At the societal level, as part of the 
overall promotion of digital literacy, we will raise awareness of AI, so that citizens are 
prepared for technological change, and are engaged in thinking about AI’s benefits 
and implications for the nation’s future. At the workforce level, we will prepare our 
professionals to adapt to new ways of working, in which workers are augmented by AI 
capabilities.”   

(Cont.) Table 5: Examples of explicit wording regarding education and social protection (if any) in  
national strategies

For the US, the main preparation for the job disruption 
on the labor market is to: “Foster and educate active 
workers capable of leading the intelligent information 
society based on their creativity and emotional 
intelligence” to “ensure opportunities for a decent 
and humane standard of living by supporting the re-
training of personnel and improving the employment 
and welfare environments.”  Similar content can 
be found in the AI strategy of Germany: “to give 
employees whose jobs are at risk of becoming lost to 
technologies, those otherwise affected by structural 
changes, and those wishing to train for a profession 
for which labor is scarce, an opportunity to acquire 

the skills they need.” In the AI strategy of France, 
instead of guaranteeing a good level of living under AI, 
what is promised is only indiscriminating and equal 
access to re-training and education opportunities: “A 
second prerequisite is that the proposed education 
pathways should be free of any social inequality. This 
could be achieved by setting up incentive policies to 
ensure more diversity and to achieve more equality 
in participation rates, with a special attention to 
counteract any form of gender stereotyping  
(e.g., by incentivizing participation of women into 
digital and AI courses).”
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We have also examined the national AI strategies of 
Western welfare states, such as Finland and Sweden, 
as well as Asian countries with Confucian tradition 
and family values such as China and Japan. These 
countries have been compared to others with regards 
to equity and social protection under AI job disruption. 
Surprisingly, little difference was found, meaning that 
a market-based and non-social-policy approach is the 
dominant and cross-cutting theme of most national AI 
strategies. For Finland, it states in its national strategy 
that: “The prerequisite for the broad-based utilization 
of artificial intelligence is that the population for the 
most part has a command of the skills and knowledge 
needed for its application. The requirements for the 
age of artificial intelligence should be visible in study 
content throughout the entire education system.” 
Perhaps, what is even more surprising is, instead 
of assuring the provision of social protection in an 
AI society, it has pointed out the drawbacks and 
limitations of such schemes: “On the other hand, 
comprehensive earnings security insurance inevitably 
involves incentive problems. The long-term objective 
should be to increase the inventiveness of both 
social and unemployment security and improve the 
strengths related to these.” 

In China (an Asian, Confucian, and Socialist country), 
employment and re-training is still preferred to social 
protection: “Vigorously strengthen training for the 
labor force working in AI. Accelerate the study of 
how AI affects the employment structure, the change 
of employment methods and the skills demands of 
new occupations and jobs. Establish lifelong learning 
and employment training systems to meet the needs 
of intelligent economy and intelligent society, and 
support institutions of higher learning, vocational 
schools and socialization training institutions to carry 
out AI skills training, substantially increasing the 
professional skills of workers to meet the demands of 
the high-quality jobs in China’s AI research.” 

Asian and Western countries typically have two 
different welfare state models in which the state in the 
latter provides a much better and a more generous 
protection of income and welfare to citizens (Aspalter, 
2006). As a result, with Asian countries taking the 

same approach as the West in favoring education and 
re-training over improving social protection, the net 
impact of AI job disruption on the labor force could be 
much more extensive in Asia, with workers absorbing 
a higher share of the negative economic effects.

Despite the fact that the AI strategy of international 
organizations tend to be more prescriptive and guiding 
in nature, no significant differences between national 
AI strategies and those of international organizations 
regarding equity and social protection were found in 
our analysis. This means that taking a market-oriented 
approach and deploying re-training and education 
programs as a replacement for strengthening social 
protection is currently a well-accepted international 
norm. In the “OECD Principles on AI”, it recommends: 
“Empower people with the skills for AI and support 
workers for a fair transition.” In the EU White Paper 
on AI, it also recognizes “skills” as the most important 
hurdle in the transition to the AI society: “The European 
approach to AI will need to be underpinned by a 
strong focus on skills to fill competence shortages”; 
“Initiatives could also include the support of sectoral 
regulators to enhance their AI skills in order to 
effectively and efficiently implement relevant rules.” In 
addition, “The Plan will also increase awareness of AI 
at all levels of education in order to prepare citizens for 
informed decisions that will be increasingly affected 
by AI.”

Presumably, the use of market and re-training in lieu 
of an explicit social policy for addressing the job 
disruption builds on two tenets. First, it assumes 
that the market is self-regulating, and therefore could 
fix itself and take care of most issues and concerns 
including unemployment caused by AI job disruption. 
For example, the labor force could seek re-training 
opportunities by themselves or those opportunities 
would be provided by firms and employers. Second, 
a two-stage development strategy may be used in AI 
strategy. In the first stage, technological advancement 
and economic growth should be the main concern 
and focus. As society grows richer and accumulates 
more wealth through AI development, the government 
would have more resources to address the equity and 
social protection issues at a later stage. Nevertheless, 
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by past experience of technological change and 
international development, these two scenarios are 
more likely to be flawed and over-optimistic. For 
instance, labor in the “Danger Zone” might have limited 
access to re-training opportunities, and companies 
are likely to shift their investment to AI-rich countries 
rather than paying to train the labor force of a 
particular country. Training and education should also 
be public goods, which are mostly provided by the 
government, not by the market. 

Since equity is one of the major market failures, 
relying on market self-adjustment alone for resolving 
equity issues is unrealistic and defies economic theory 
(Stiglitz, 2000). A country with plentiful resources 
being re-allocated through governmental actions (i.e., 
taxation and public expenditure) is not necessarily 
correlated empirically (Acemoglu & Robinson, 2012). 
Many studies have provided abundant evidence 
that economic inequalities persist in many well-
developed and advanced countries (Aspalter, 2006). 
State-driven debates concerning the rise of AI 
should be complemented by a call for reform and 
modernization of the governmental apparatus and 
services to respond to the new needs of the digital 
society (Cheung, 2005; Dunleavy et. al., 2008). This 
leads to the conclusion that we should not assume 
the economic power of a nation would automatically 
translate into a fair and equitable society in the AI era.

Conclusion: The Future Direction -  
Policy Gap and Recommendations

As we approach the era of AI job disruption, there is a 
policy gap between the demand for policy solutions 
and the supply of the current wealth of knowledge 
on the future of work. While there is a large amount 
of research and discussion on the impact of AI on 
economic growth and employment, there is relatively 
less research on what governments should do to 
turn the risk and threat of AI into job opportunities 
and social good for all. On the principle of “rise with 
AI, not race with it” (World Bank, 2018), governments 
must play an active or even aggressive role not only 
on economic growth and national competitiveness, 
but also on social protection and a fair re-allocation 

of resources. However, this paper finds that many 
countries, especially developing ones, are not well-
prepared for AI, and most countries seem to be 
overlooking fairness and equity issues under job 
disruption. The ideal state of AI will not be realized 
without a certain amount of effort, and the absence of 
proper policies and enabling factors could easily lead 
to a “AI Divide” between AI-rich countries and AI-poor 
countries. Policymakers must work hard to ensure 
those enabling factors, which include institutions and 
societal conditions, do exist for making sure their 
governments and countries are well prepared for the 
arrival of AI and its major impact on society, turning 
all possible threats into opportunities in order to bring 
progress and prosperity.

As revealed by analyzing various national AI strategies, 
focusing only on economic growth and national 
competitiveness whilst ignoring equity and social 
protection is a flawed and dangerous proposition. The 
proposition has an implicit assumption that as long as 
more wealth can be created by AI, equity issues can 
be resolved easily and over a certain period of time. 
The implicit assumption has overlooked a few very 
major and important points. First, equity is a market 
failure, and inequalities exist even in rich societies so 
that the role of the government in ensuring equity and 
fairness under AI job disruption is necessary. Second, 
as education and re-training have positive externalities 
and can even be taken as a “public good”, a major 
and targeted investment headed by the government 
on education and re-training is necessary. In addition, 
some segments of the population may be vulnerable 
and cannot be easily retrained for AI (e.g., the older 
population). To them, new social protection programs 
such as UBI may be the best and only solution. 

It is noteworthy that UBI was first raised in the book 
“Utopia” (1516) by Sir Thomas More, who also coined 
the word.  In this connection, in the era of AI and job 
disruption, policies of equity and social protection 
would determine the difference between a utopian and 
dystopian future. It can further draw the line between 
job destruction or creative destruction. “Creative 
destruction” is the concept proposed by the famous 
economist Joseph Schumpeter (1942) which refers 
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to the process of industrial mutation that incessantly 
revolutionizes the economic structure from within to 
create a new and better one with more opportunities 
and resources. Paradoxically, without a reinforced 
state’s role on equity and social protection, we can 
only see the destruction of jobs but never the creation 
of new opportunities brought by innovation and 
technology. 

In the hybrid governance analyzed in this paper, it is 
hard to disentangle efforts to steer national policies 
in a particular direction from business interests. It 
seems rather unfortunate to see that job disruption 
and counteracting policies—especially towards those 
who may not be able to adjust—are all missing in 
the AI strategies of major countries. The change of 
new technology in AI requires the changing role of 
the state—including new capacities and integrated 
functions, allowing for fairness and equity. Future 
studies expanding on the knowledge frontier of the 
societal impacts of AI automation should pave the way 
towards understanding the intended and unintended 
consequences of the disruptive changes and shift of 
power brought by AI. In this regard, three major policy 
recommendations are made in the following. 

Recommendation 1: Theory and Practice

Governments should have more alignment and 
integration between theory and policy in formatting 
their AI strategies. Only by breaking the wall between 
academic research and policy discussion can there 
be a possibility for the formulation of effective policies 
well-supported by research and well-grounded in 
knowledge and theories. For example, governments 
should discuss how to prepare their labor force to rise 
with AI by equipping them with skills and capacities to 
work with enabling technologies rather than replacing 
technologies. Education and training in schools and 
the labor force should put more emphasis on social 
intelligence and creative intelligence, which are not 
going to be replaced by AI in the future of work.

Recommendation 2: International Organizations 
and Developing World

AI impacts both developed and developing countries. 
That said, many developing countries are ill-prepared 
due to limitations in resources, technology know-
how and policy capacity. National AI strategies have 
only been released by developed countries and 
global powers; no developing countries have set up a 
comprehensive AI strategy. Context and institutions 
also matter in determining the ability of a nation to 
embrace and survive job disruption by AI. Unlike 
the welfare states of Western countries, the social 
protection system of many developing countries is 
feeble and depends much more on self-reliance, the 
vitality of the economic system, and family support. 
This means that the ability of individuals to sustain 
economic instability and downturn caused by AI 
job disruption would be weak and non-sustainable. 
Understanding the limited capacities and resource 
concerns of developing countries, it is recommended 
that global and international organizations such as 
the World Bank, UN, and World Economic Forum take 
the lead in offering advice and support for developing 
countries to craft their own AI strategies. 

Recommendation 3: AI for All

A good AI policy should ensure that all members 
of society benefit from this powerful technology. 
To build on the major theme of “AI for Social Good”, 
there should also be “AI for All” – benefiting and 
empowering all members in society. It is inevitable 
that some people, especially the older population, will 
likely find it difficult to re-train for the AI era. As society 
gets richer and wealthier with AI, how this vulnerable 
population should be protected and funded will require 
some tough decisions, which can be delayed but never 
avoided. In this connection, equity, social security, and 
fair re-distribution (e.g., introducing UBI to protect the 
vulnerable population) should be critical and essential 
elements in all future AI policy responses. 
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